Towards the Availability of the Distributed Cluster Rendering System: Automatic Modeling and Verification
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Abstract: In this study, we proposed a Continuous Time Markov Chain Model towards the availability of n-node clusters of Distributed Rendering System. It’s an infinite one, we formalized it, based on the model, we implemented a software, which can automatically model with PRISM language. With the tool, whenever the number of node-n and related parameters vary, we can create the PRISM model file rapidly and then we can use PRISM model checker to verify related system properties. At the end of this study, we analyzed and verified the availability distributions of the Distributed Cluster Rendering System while the node number-n varying under different repair modes.
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INTRODUCTION

PRISM (PRISM, 2010) is a probabilistic model checker, which can support the formal verification of stochastic systems. In study Wang et al. (2011), we have completed the formal modeling and verification of an availability model of a Distributed Rendering System, for a one-node system and a two-node system. But when the node number increases, it is inefficient for the modeling, for there are so many state transitions need to describe, how to model it automatically for an arbitrary n-node model? This is a modeling problem of model checking towards a certain Infinite State Markov Chain.

PRISM cannot support the model checking of Infinite State Markov Chain. Towards the availability model of an arbitrary n-node Distributed Rendering System (DRS), we proposed a model suitable to be described by PRISM language, which is all labeled with numbers and then realized an automatic modeling tool, with the tool, we can rapidly create the PRISM model file, even if the node number-n and related parameters varying and then, we can analyze and verify related system properties on the models we have created. Hong et al. (2011) shows Markov-based availability analysis of clusters for distributed rendering system. Hahn et al. (2009) have a research of the INFAMY: an infinite - state markov model checker, in 21 st International Conference on Computer Aided Verification. Hahn et al. (2009) study the time-bounded model checking of infinite-state continuous-time markov chains. Zhang et al. (2008) study the time-bounded model checking of infinite-state continuous-time markov chains. Remke et al. (2005) have a research of the model checking infinite-state Markov chains in 11th International Conference on Tools and Algorithms for the Construction and Analysis of Systems. Remke and Haverkort (2007) study the CSL model checking algorithms for infinite-state structured Markov chains. Ben Mamoun and Pekergin (2008) study the model checking of infinite state space Markov chains by stochastic bounds.

This study is based on an Availability Model of Distributed Rendering System. The model is extendable, we formalized it and then implement an automatic modeling tool. Through the tool, we can generate the PRISM model file of the n-node system, even if n varies; and then we can use PRISM model checker to verify related system properties. Moreover, we analyzed its steady state possibility, i.e., the availability. Based on our automatic tool and the availability model of the system, we propose a rapid method for analyzing the availability of Distributed Rendering System, the tool chains. This study solved an automatic modeling problem of a certain Infinite State Markov Chain.
Fig. 1: N-node availability model (CTMC, as n≥ 3)

**METHODOLOGY**

**Availability model of the distributed rendering system and its formula:** Based on the Availability Model of the Distributed Rendering System proposed in study Hong *et al.* (2011), which is a Infinite States Continuous Time Markov Chain, we proposed a new one which is suitable for being described with PRISM language, as shown in Fig. 1- an n-node system’s Availability Model-an CTMC (n≥ = 3). PRISM uses number to label the states, but the model proposed in study (Hong *et al*., 2011) is not all labeled by numbers, as ours is, however actually they are the same model.

Here, we will introduce the model simply and some details you can reference these studies (Wang *et al*., 2011; Hong *et al*., 2011).

Suppose the node number of the Rendering System is n:

- The state number of the model is 3 * n-2 and the Main States are labeled as: 0, 1, 2, 5 ,..., 3 * n-4, which represents the available nodes number of current Distributed Rendering System are 0, 1, 2, 3, 4, ...., n, respectively.
- Totally Damage Mode and Totally Repair Mode: For a cluster with n-node, when the k nodes of it are totally damaged at the same time, the cluster can reboot, then after some time, can recover available via reset operations. As, γ (i = 2, 5 ,..., 3*n-7, 3*n-4, n≥ = 3) denotes the totally damage rate of i nodes, θj (j = 2, 5,…, 3*n-7, 3*n-4, n≥ = 3) denotes the totally repair rate of j nodes.
- Repair One-by-One Mode, is to recover the availability of one node at one time, the repair rate is mu
- Totally Repair Mode means Repair All-by-Once.
- The possible damages, which can been forcast, make the state transfer from (3*n-4) to (3*n-3) and then to (3*n-7), the transfer rate as shown in Fig. 1.
- The damages, which have not been forcast, make the state transfer from (3*n-4) to (3*n-2) and then to (3*n-7, the transfer rate as shown in Fig. 1.

No matter the damages can be forecast or cannot be forecast, we need to repair the system, through reboot and reconfigure, to recover the availability of the whole system.

For the availability model we proposed in which all states are labelled with integer numbers, as shown in Fig. 1, we can formulate it as follows:

**Definition 1**: based on the availability model for the Distributed Cluster Rendering System, as shown in Fig. 1, we define the expression P(n) as:

\[ P(n) = \sum_{m=1}^{n} Q(m) \]

For which, Q (m) is an expression formula related to the transitions of the Main State m, which will be added in to P (m-1):
when $n = 1$, $P(1) = Q(1)$, which is the transition formula of a one-node availability model and $Q(1) = q = 0 \rightarrow \mu$; ($q' = 1$) + $q = 1 \rightarrow \lambda$; ($q' = 0$)

when $n = 2$, $P(2) = Q(1) + Q(2)$, which is the transition formula of a two-node availability model and;

$Q(2) = q = 1 \rightarrow \mu$; ($q' = 2$) + $q = 2 \rightarrow \text{to}_c\lambda$ (d); ($q' = 3$) + $q = 3 \rightarrow \text{diata}$; ($q' = 1$) + $q = 2 \rightarrow \text{to}_1\text{c}_\lambda$ (d); ($q' = 4$) + $q = 4 \rightarrow \beta$; ($q' = 1$) + $q = 2 \rightarrow \gamma_2$; ($q' = 0$) + $q = 0 \rightarrow \theta_2$; ($q' = 2$)

when $n \geq 3$;

$Q(m) = A_1(m) + A_2(m) + A_3(m) + A_4(m) + A_5(m) + A_6(m) + A_7(m)$

and;

$A_1(m) = (q = 3m-7) \rightarrow \mu$: ($q' = 3m-4$) $A_2(m) = (q = 3m-4) \rightarrow m_\text{c}_\lambda$: ($q' = 3m-3$) + $q = 3m-3 \rightarrow \text{diata}$: ($q' = 3m-7$) + $A_3(m) = (q = 3m-4) \rightarrow m_1\text{c}_\lambda$: ($q' = 3m-2$) + $A_4(m) = (q = 3m-2) \rightarrow \beta$: ($q' = 3m-7$) + $A_5(m) = (q = 3m-2) \rightarrow \gamma_3m_4$: ($q' = 0$) + $A_6(m) = (q = 3m-2) \rightarrow \theta_3m_4$: ($q' = 3m-4$) $A_7(m) = (q = 0) \rightarrow \theta_3m_4$: ($q' = 3m-4$)

- $q$ is a variable which labels the current state and $q'$ labels the next state
- $\rightarrow$ denotes the simple connection of the states
- $\mu, \lambda, \text{to}_c\lambda, \text{diata}, \text{to}_1\text{c}_\lambda, \beta, \gamma_3m_4, \theta_3m_4$, etc., are the related variables which represent the transfer rate between states, actually they can be array elements

Using Mathematical Induction Method can easily prove the correctness of the formula $P(n)$. The proof is omitted here.

Based on the formula $P(n)$, we can implement a tool which can refine the model, then for an arbitrary $n$, we can refine the formula $P(n)$, create the corresponding PRISM model file and then we can use PRISM model checker to verify the related properties of the system.

The windows interface of the automatic modeling tool: The automatic modeling tool is implemented based on .Net framework 3.5, the programming language is C++.Net and the application is a windows form application, the window interface as shown in Fig. 2. When the tool is in runtime, we can fill the number of nodes of the distributed system, as shown in Fig. 2, Nodes of Distributed System, Repair Mode and a series of parameters and then can press 'Create Model' to generate the PRISM model file.
A 3-node showcase of the model which generated by the tool as shown below, for simplicity, we just show the description of the transitions of the states.

ANALYSES AND VERIFICATIONS

we can use the automatic modeling tool to create the model file via inputting some parameters and then we can use PRISM model checker to analyze the availability of the current model.

Suppose, the parameters’ values are as follows:

\[ \lambda = 0.001, \mu = 2, c = 0.9, \delta = 60, \beta = 12 \]

For convenience, we initiate the two arrays- gama and thita with 0.0005 and 1.

So with the same series of parameters, we can analyze the availability distributions while the number of nodes-n increases.

As shown in Table 1, while node number-n increases, n = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 50, 100, 300, 500, 800, 1000, with the corresponding availability. From Fig. 3, we can easily get, for a certain system, the availability under Repair Totally Mode is higher than that under Repair One-by-One Mode; and, no matter the repair mode is, the availability will increase while node number-n increase.

The result is exactly same with the general knowledge, when the system under Repair Totally Mode, it can recover all of the damaged nodes at one time, so the available possibility definitely higher than another mode; and when n increases, for every node’s damaging possibility is same, so the system with one or more nodes which node can be available, the possibility will increase.

CONCLUSION AND FUTURE WORK

This study is based on an Availability Model of Distributed Rendering System, the model is extendable, we formalized it and then implement an automatic modeling tool. Through the tool, we can generate the PRISM model file of the n-node system, even if n varies; and then we can use PRISM model checker to verify related system properties, in this study, we analyzed its steady state possibility, i.e., the availability. Based on our automatic tool and the availability model of the system, we propose a rapid method for analyzing the availability of Distributed Rendering System, the tool chains as shown in Fig. 4.

This study solved an automatic modeling problem of a certain Infinite State Markov Chain, the certain infinite one is also equipped with many different parameters, although INFAMY (Haln et al., 2009) and Geobound (Zhang et al., 2008) are excellent model checkers towards infinite state markov chain, for our certain one, it does not fit very well.

However, our method is restricted by the PRISM model checker, when we verify the availability of a 1500-node model, PRISM will violate when parsing the model file. So, next work, we will study on the model checking algorithm towards the infinite state markov chain, especially for the Continuous Time Markov.
Chain, just as the works of Remke and Haverkort (2007) and Remke and Haverkort (2007).
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