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Abstract: This study deals with an identical parallel machines scheduling problem where the objective is to minimize the number of jobs be late. The decision on this problem is known as a NP-Hard case. Hence, in this paper, a novel heuristic evolutionary technique which is based on a simple principle, easy to implement, with excellent evolutionary performance, is designed to achieve the optimal/near optimal solution for the considered issue. A sequence of solutions are generated by iterating over a greedy construction heuristic in terms of destruction and construction phases and then an improving local search is conducted to more improve the search performance. In order to assess the effectiveness of the heuristic, some simulation experiments are carried out which reveal out performance of the proposed heuristic as opposed to the traditional evolutionary framework.
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INTRODUCTION

Most of the researches performed on parallel machines scheduling are focused on the identical case. For example Guinet (1993) presented a makespan minimization model for the identical parallel machines problem where setup times are sequence-dependent and proposed a heuristic for solving it. Moreover, Gendreau et al. (2001) developed lower bounds and a divide and merge heuristic algorithm with the minmax objective for multi machine scheduling problem with sequence dependent setup times. Anghinolfi and Paolucci (2007) suggested a hybrid metaheuristic integrating several features from Tabu Search (TS), Simulated Annealing (SA) and Variable Neighborhood Search (VNS) for solving a parallel machines job scheduling problem with total tardiness objective, non-zero ready times, distinct due dates, uniform machines and setup times. Shim and Kim (2007) focused on a scheduling problem with n jobs and m parallel machines and developed dominance rules and lower bounds on the tardiness of jobs for a partial schedule, and a branch and bound algorithm using them. Additionally, Rocha et al. (2007) proposed a model to analyze a VNS algorithm for parallel processor scheduling problems with sequence dependent setup times. Compared to a greedy randomized adaptive search procedure, the comparison results indicate the advantages of VMS in terms of generality, quality and speed for large instances. Biskup et al. (2008) considered the total tardiness minimization as performance measure of a parallel machines scheduling problem, and then developed a new general heuristic for finding optimal or near-optimal schedules. Driessel and Mönch (2011) discussed a job scheduling problem on identical parallel machines with ready times of jobs, precedence constraints, and sequence-dependent setup times. In their study, the total weighted tardiness that is related to on time delivery is regarded as performance measure to be minimized. Hu et al. (2010) developed a heuristic algorithm which is based on a combination of the largest total amount of processing first rule and the enhanced smallest machine load first rule for solving parallel machine scheduling problem with precedence constraints and machine eligibility restrictions with makespan measure. Only a few studies have adapted the case of resource-dependent processing time into more complex shop scheduling environments such as parallel machines, flow shops, and job sops. A number of parallel machine scheduling with additional limited resources were presented in literature (Li et al., 2011). More recently, Mokhtari et al. (2011) developed a multi-objective permutation flow shop problem with resource-dependent processing times and several type of resources available.

Problem statement: In this section we aim at defining the problem considered in this paper. In the proposed problem, a set of n orders \(\{J_1, J_2, \ldots, J_n\}\), each one has a customer due date, is to be processed on m identical parallel machines \(\{M_1, M_2, \ldots, M_m\}\). The jobs can be processed by either of the machines. The processing times
are sequence independent and transportation times are negligible. Each order is to be processed without preemption. Machines have identical velocity and can process only one order at a given time. All the jobs are available at the beginning of planning period and cancelation is not allowed. All machines are available in the planning period without breakdown. The idleness is allowed for machines. The parameters are deterministic and known in advance and m and n are fixed.

An iterated heuristic solution algorithm: During recent years, different optimal seeking methods have been applied to solve complex optimization problems. The Iterated Greedy (IG) algorithm is a recent novel meta-heuristic that was first proposed by Ruiz and Stützle (2007). In its basic form, heuristic starts from some initial solution and then iterate through a main steps. There are two main phases in each IG method:

- **Destruction**
- **Construction**

In the destruction step, a partial solution is produced by randomly shifting a number of elements from the solution. In the construction step, a greedy heuristic is applied to sequentially insert the removed elements into the partial candidate solution until a complete solution is reconstructed. In sequel we describe how we have devised the method for the parallel machines scheduling problem proposed in current paper. Figure 1 shows the general framework of IG heuristic.

Solution representation form: A solution is presented by two different parts. The first one which is based on scheduling component is coded by a random key of n numbers on interval \([1, m+1)\), in which each number represents the job assignment by its integer part, and shows the sequence of jobs on machines by its fractional part. Each job with the lower fractional part on a certain machine, has greater priority to be scheduled. For example, consider a problem with \(n = 5\), \(m = 3\) and processing time \(p = \{5,10,20,5,25\}\). A solution encoded as RK = \(\{3.58, 2.41, 2.06, 1.91, 3.41\}\) can be decoded as follows. As RK vector represents, there are five jobs and four machines. Since just one job \((J_4)\) has the RK with integer part 1, the job \(J_4\) is only assigned to the first machine. Among the jobs that have RKS with integer part 2 \((J_2, J_3)\), the job \(J_2\) is planned at first \(J_3\) is planned after that based on their RKS’ fractional parts. Similarly, the sequence of jobs on third machine is \((J_5 \rightarrow J_1)\).

**Destruction and construction functions:** The destruction and construction are two main operations of proposed method. After that the initial solution \(t_0\) is chosen randomly, a string of \(d\) elements of \(t_0\) is randomly eliminated from it which creates two partial solutions; the first one of size \(d\) is called \(t_d\) and contains the removed elements. The second segment with size \((n-d)\) is the original one without the removed elements that is called \(t_0\). Once two partial solutions are created, the construction phase is commenced. Here, all elements in \(t_d\) are reinserted in \(t_0\) by applying the well-known dispatching rule Shortest Processing Times (SPT). The SPT orders the RKS of removed elements in \(t_d\) in ascending order of their processing times. In this step it is decided whether the reconstructed solution is accepted or not as the incumbent solution for the next iteration.

**Improving with additional local search:** A local search is a classical optimization method that consists of generating a local optimal solution by employing moves from one solution to another. One of the main steps when designing a local search method is the designing of the neighborhood structure. In other words, a neighborhood is delineated by modifying some components of a given solution to create a new neighboring solution. Defining an effective neighborhood structure makes efficient move from one solution to another. As it is a common idea in literature, in this section we employ a simple but efficient local search after that re-constructed solution is achieved at each iteration of suggested algorithm. In fact, such a
hybridization of construction heuristics with local search is common practice in stochastic local search (Ruiz and Stützle, 2008). The adapted local search is a kind of neighborhood search which is based on Pair-wise Interchange and Insert operators. After that destruction phase is performed and the new complete solution is reconstructed, the elements of two randomly selected positions are interchanged as Pair-wise Interchange, and then a random position of the resultant solution is chosen and its element is placed in a new position at random in Insertion phase. If this new solution results in better performance, the current solution is replaced by the new one. This procedure iterates until a predefined number of replications is met. The pseudo code of suggested local search is illustrated in Fig. 2.

Experiments and comparisons: The Genetic Algorithm (GA) which was first introduced by Holland (1975) is one of the powerful stochastic search techniques recently used for solving complex optimization problems. This algorithm imitates the procedures of survival of fittest tenet and offspring in natural world. Typically, a random initial population is created and probabilistic operations are used to generate the subsequent generations. Through some basic operations, the algorithm directs the population towards the optimal/near optimal solution(s). Individuals with the better fitness have higher chance to produce the offspring. The operation of evolution is usually performed many times until a predefined stopping condition is violated. In recent years, many different metaheuristics have been conducted for solving scheduling problems. Since the genetic algorithms have been effectively adapted, we apply it in current paper as a comparison metric to evaluate the effectiveness of proposed two-layered heuristic. In this regard, a vector of processing time compression is regarded as solution encoding format. The population is initialized with random generated solutions. The well-known uniform crossover and swap-based mutation are also considered for intensification and diversification strategy. In uniform crossover, every gene of parents is compared together separately and their numbers are swapped with a predefined probability. A set of uniform random numbers are generated on interval [0,1]. If the corresponding number is less than 0.5, the element from first parent is selected, and if it is larger than 0.5, the other is chosen to be moved into offspring. Consider the following example. A manufacturer with three numbers of available machines receives five jobs at the beginning of planning period.

In adapted mutation operator, one element from parent is selected randomly and its symbol is replaced with a new random generated gene. After that a new solution is achieved, the list scheduling heuristic is carried out to evaluate the fitness of that solution. Once a predefined number of generation is met, the GA is terminated.

To carry out the comparisons, the GA was implemented in MATLAB environment, and a set of random benchmarks are employed. Table 1 shows the experimental results in terms of minimum (Min.), maximum (Max.) and average (Ave.) of results obtained by adapted GA, and suggested heuristic.

As the results presented in Table 1-3 reveal, the suggested heuristic outperforms the GA in strong sense. Our heuristic could find better solutions than GA for all the test problems except 1 small problem, 2 medium problems, and 2 large problems. Furthermore, the average value of best solutions obtained by our method is 44.343, while that of GA is 45.853 which shows the superiority of suggested IG.
CONCLUSION

In this study, an iterated heuristic is devised for achieving near optimal schedule of job scheduling problem in parallel machine environment. It is considered that a common non-renewable resource is available to be allocated to the jobs and the objective is to simultaneously minimize the number of late jobs and the amount of resources consumed. Motivated by the computational complexity of this problem, a novel heuristic is devised to cope with the problem considered. In suggested heuristic, a sequence of solutions is generated by iterating over a greedy construction heuristic based on destruction and construction functions. Moreover, local search phases have been embedded into the heuristic to refine the search in the region close to the candidate solution and enhance the performance of algorithm in achieving optimal/near optimal solutions. To validate and verify the proposed heuristic, computational experiments were conducted on some random test problems including small, medium and large instances. The extensive experiments and simulation analyses demonstrate that the good performance of proposed algorithm against GA technique.
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