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Abstract: Identifying factors having influential impact on automobile demand estimation has become a primary 
concern for automobile industry. There has been substantial development modeling for automobile demand 
estimation. The Regression, Time series, CHAID and RBF neural network modeling types are proposed. In this 
study, automobile demand is classified into three classes. The first issue to be addressed by this study is to selecting 
the most appropriate modeling types in each class by comparing the actual demand and estimated demand in terms 
of Root-Mean-Square-Error (RMSE). Results indicate that modeling can be different for different classes of 
automobile demand. The second aim of this study is to identify the significant indicators for estimating automobile 
demand in each class of Iranian market. 
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INTRODUCTION 

 
Automobiles play a vital role in daily life, which 

makes them a subject of interest in many academic 
fields. Transportation planners and automobile 
manufacturer interested in knowing how many and 
what type of automobile are owned by households, 
what criteria are applied to the purchase of the 
automobile by them and how they use their vehicles. 

The purpose of this study is considered in two 
aspects. The first is to identify modeling types that have 
been found consistently in previous research to affect 
automobile demand. Then, the indicators that are 
consistently encountered in previous modeling types are 
identified. Numerous modeling types have been 
constructed to estimate and forecast automobile demand 
and the accuracy and usefulness of these modeling 
types in policy analysis has, in general, increased 
steadily over time. The literature in this area has 
expanded quickly, with a trend toward increasing 
realism as modeling types attempt to provide more 
plausible explanation of consumer behavior. 

Simulation model of the American automobile 
market was presented by Berkovec (1985). This 
simulation model combines a disaggregate model of 
household automobile number and type choice with an 
econometric model of used vehicle and simple models 
of new car. Expectation formation and forecasting of 
vehicle demand in Singapore were studied by Chu et al. 
(2004). They constructed an econometric model to test 
the presumed hypothesis. Fitting a multiply regression 
line to travel demand forecasting in Greece were 

presented by Varagouli et al. (2005). They identified 
and estimated the main variables, which affect the 
travel demand and developed models to predict it. The 
German and US-American automobile market were 
presented for the evaluation of the forecast models by 
Hülsmann et al. (2011). Their methodologies mainly 
consist of time series analysis and classical data mining 
algorithms such as decision trees. Specifying and 
estimating of household demand conventional gasoline 
automobile and alternative fuel vehicles in Shanghai 
based on rank-ordered data were applied by Dagsvik 
and Liu (2009) and demand for mini car and large car 
in Japan were estimated by Bonilla et al. (2012). They 
estimated gasoline demand for three vehicle sizes and 
vehicle sales. Another model that can be used for 
predicting demand is Chi-squared Automatic 
Interaction Detection (CHAID) model. Predicting for 
demands of health metrological information and finding 
the significant predictors for demand with using a 
decision tree method were analyzed by Oh and Kim 
(2010). Bozkir and Sezer (2011) predicted actual 
consumption demand for a specified menu in a selected 
date with three decision tree methods which were 
CART, CHAID and Microsoft decision trees. 
Furthermore, the Radial Basis Function (RBF) neural 
network in many cases was used in literature in order to 
estimating and forecasting. A predictive system for car 
fuel consumption using a RBF neural network was 
proposed by Wu and Liu (2012). The proposed work 
was consisted of fuel consumption forecasting and 
performance evaluation. Gan et al. (2010) presented a 
modeling approach to nonlinear time series that uses 
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Table 1: Previous research on automobile demand indicators 

 Cambridge systematic, Inc  Booz, Allen and Hamilton, Inc Mannering and Winston 

Vehicle characteristic Purchase price  Purchase price Purchase price 
Operation cost  Operation cost Operation cost 
Braking distances  Number of seats Age of vehicle 
Luggage space  Reliability Horsepower 
Scrap page probability  Age of vehicle Luggage space 
Acceleration time  Fuel efficiency   

Characteristic of consumers 
(households) 

Income  Income Income 
Number of people in households  Number of people in households Number of people in households 
Age  Number of miles household drives      

annually 
Number of miles household 
driven in previous year 

Education  Education Age 
Whether households lives in a city 
or rural area 

 Whether households lives in a city      
or rural area 

 

 
lines RBF network to approximate the functional 
coefficients of the Stated-dependent auto regression 
model. Murat and Ceylan (2006) illustrated an Artificial 
Neural Network (ANN) approach based on supervised 
neural network for transport energy demand forecasting 
using Socio-economic and transportation related 
indicators. To meet the need for selecting the most 
accurate model, there are some papers in literature that 
authors compared two or more modeling types. Wang 
et al. (2011) used the stepwise regression to select the 
most influential variables and input the influential 
variables and sales in adaptive network-based fuzzy 
inference system to obtain the forecast. Then they 
compared their model with Autoregressive Integrated 
Moving Average model (ARIMA) and ANN. Using 
regression modeling and CHAID decision trees to 
decision about school discipline were analyzed by 
Horner et al. (2010). Heuristic models and Markov 
model for forecasting Taiwan export was presented by 
Wang (2011). Furthermore, a comparison of RBF 
model with CHAID model and logistic regression 
model were analyzed by McCarty and Hastak (2007). 
The objective of this study is to compare 
comprehensive models of household automobile 
transportation that can provide a direct estimation and 
forecast of consumer demand for personal-use vehicles. 
Due to reviewed literature, the modeling types, which 
are used in this study, consist of Regression, Time 
series-including ARIMA and exponential smoothing, 
RBF neural network and CAHID. 

The second purpose is to identify indicators that 
are consistently encountered in previous modeling 
types. The set of indicators found in previous research 
influencing automobile demand become a list of 
variables that the model should incorporate which 
consist of characteristics of automobile, consumer 
expenditure survey and macroeconomic variables. Due 
to studied research on automobile demand in cases of 
strategic planning, asset management, forecasting and 
objective analysis, some significant indicators were 
published by consulting firms such as Cambridge 
systematic, Booz-Allen and Hamilton and Mannering 
and Train (1985). Table 1 presents the explanatory 
variables that entered into previous research on 
automobile demand. 

The modeling types, which are used in this study, 
consist of Regression, Time series-including ARIMA 

and exponential smoothing, RBF neural network and 
CAHID. These modeling types, particularly discrete 
choice models, are common in the applied Industrial 
Organization literature. In discrete choice models, 
individuals choose from a set of mutually exclusive 
options to gain the highest possible utility. Therefore, 
due to defined modeling types in this study, the most 
appropriate modeling type is selected by comparing 
actual demand and estimated demand. In these 
modeling types, the utilities of alternatives for 
individuals depend on both the consumers’ demand and 
the characteristics of the alternatives. Some 
counterfactual analyses such as the effects of 
population attributes and purchase conditions on 
demands are illustrated. The present study benefits from 
the aforementioned estimation methodologies to give a 
deeper and more accurate understanding of the Iranian 
automobile market. As a conclusion, the two major 
objectives of the present study can be outlined as 
following. First, comparing comprehensive applied 
models resulted in providing estimation of household 
automobile demand. Second, identifying indicators 
having influential effects on customers’ automobile 
demand in Iran market. 
 

METHODOLOGY 
 

In this section, in order to analyzing data, four 
modeling   types   are   proposed. These modeling types  
consist of Regression model, Time series model, 
Neural-network model and CHAID model. In 
continuance, all these models were dissected and the 
reasons of utilizing them are represented. Some 
indicators, which are related to expected demand of 
automobile are defined and these models are run by 
using them. The indicators are abbreviated as the 
following: 

 

 

i

i

i

i

i

i

dem Demand in time period i

prc Automobile purchase price in time period i

les Leasing transactionvolume in time period i

dol Dollar vs.Rls exchange rate in time period i

inc Per capita income in time period i

fel A utomobile feul price in time period i

cpi Consumer price index
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Regression: The first model studied is regression. This 

model estimates the best-fitting linear equation for 

predicting the output field based on the input fields. The 

Regression equation represents a straight line or plane 

minimizing the squared differences between predicted 

and actual output values. The reason of using regression 

models is that they are relatively simple and give an 

easily interpreted mathematical formula for generating 

predictions. Because Regression modeling is a long-

established statistical procedure, the properties of these 

models are well understood. Typically, Regression 

models are very fast to train. The Regression provides 

methods for automatic field selection to eliminate non-

significant input fields from the equation: 

 

 
 

Time series:
 
Time series model is the second method 

that we have used for analyzing data. The Time series 

models assess exponential smoothing and 

Autoregressive Integrated Moving Average (ARIMA) 

models and produces forecasts based on the time series 

data. Exponential smoothing is a way of forecasting 

that uses weighted values of previous series 

observations to predict future values. In the other side, 

ARIMA models provide more complicated methods for 

modeling trend and seasonal components than 

exponential smoothing models do. In particular, they 

allow to add benefits of including independent variables 

in the model. In the optimizing two above models, in 

this study, an Expert Modeler, which automatically 

identifies and estimates the best-fitting ARIMA or 

exponential smoothing model for one or more target 

variables, is used. Therefore, the Expert Modeler 

considers all exponential smoothing models and all 

ARIMA models and picks the best model among them 

for each target field. Forms of exponential smoothing 

(1) and Auto-regressive Integrated Moving Average 

model (2, 3) is given by formulates: 

 

 (1) 

 

where � is the smoothing factor and 0 < � < 1 the 

smoothed statistic �� is a simple weighted average of 

the previous observation ���	 and the previous 

smoothed statistic ���	.  

In these cases, the ARIMA model can be viewed as 

two models. The first is non-stationary: 

 

                                                 (2) 

 

The second is wide-sense stationary: 

                       (3) 

 

Given a time series of data �� where 
 is an integer 

index, the �� are real numbers, � is the lag operator, �� 

are the parameters of the autoregressive part of the 

model, 
� are the parameters of the moving average part 

and �� are error terms. 

 

Chi-squared Automatic Interaction Detection 

(CHAID): The other model that can be studied in this 

section is CHAID model (Van Diepen and Franses, 

2006). This model first examines the cross tabulations 

between each of the predictor variables and the 

outcome and tests for significance using a chi-square 

independence test. If more than one of these relations is 

statistically significant, CHAID will select the predictor 

that is the most significant. If a predictor has more than 

two categories, these are compared and categories that 

show no differences in the outcome are collapsed 

together. This is done by successively joining the pair 

of categories showing the least significant difference. 

This category-merging process stops when all 

remaining categories differ at the specified testing level. 

The reason of using CHAID models is that they can 

generate non-binary trees, meaning that some splits 

have more than two branches. It therefore tends to 

create a wider tree than the binary growing methods. 

CHAID works for all types of predictors and it accepts 

both case weights and frequency variables. 

 

Radial basis function neural network: The last model 

that utilized for analyzing data is neural network. 

Neural networks are simple models of the way the 

nervous system operates. The basic units are neurons, 

which are typically organized into layers, as shown in 

the Fig. 1. 

A neural network is basically a simplified model of 

the way the human brain processes information (Park 

and Sandberg, 1993). It works by simulating a large 

number of interconnected simple processing units that 

resemble abstract versions of neurons. The processing 

units are arranged in layers. There are typically three 

parts in a neural network: an input layer, with units 

representing the input fields; one or more hidden layers; 

and an output layer, with a unit or units representing the 

output field (s). The units are connected with varying 

connection strengths (or weights). Input data are 

presented to the first layer and values are propagated 

from each neuron to every neuron in the next layer. 

Eventually, the result is delivered from the output layer. 

The network learns by examining individual records, 

generating a prediction for each record and making 

adjustments to the weights whenever it makes an 

incorrect prediction. This process is repeated many 

times and the network continues to improve its
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Fig. 1: Structure of a neural network 

 

predictions until one or more of the stopping criteria 

have been met. The reason of using Neural-networks 

models is that they are powerful general function 

estimators. They usually perform prediction tasks at 

least as well as other techniques and sometimes perform 

significantly better. They also require minimal 

statistical or mathematical knowledge to train or apply. 

In this study, radial basis function method of neural 

network used for estimating automobile demand. 

 

Data: In this study, automobiles are classified into 

three major classes. The price sensitivity of the 

government and automobile consumers in Iran are the 

most important reasons of classifying these classes. 

Safety, quality, fuel efficiency and consumers afford 

are the other reasons for classifying these classes. These 

three classes are indicated by A, B and C. The 

automobile industry in A class is frequently composed 

of domestic automobiles produced by Interior 

manufacturers. In contrast, of A class, most of the 

automobiles in B and C classes are either imported or 

assembled. 

Two datasets are used for the demand analysis. The 

first dataset, gathered by the authors, contains 

characteristics of all automobile trends in the Iranian 

market-including actual demand (automobile plate 

number recorded in periods) and purchase price. We 

have used the producers' websites to collect the 

necessary information on the products characteristics. 

The second dataset is the consumer expenditure survey 

and macroeconomic variables which is published 

annually by the central bank of Iran including per capita 

income, automobile fuel price, leasing transaction 

volume, dollar vs. RLs exchange rate and consumer 

price index. 

In following, the reasons for defining these 

indicators are presented. Automobile purchase price 

and per capita income have been used widely in the 

literature of the automobile demand analysis. The 

reasons for defining Dollar vs. RLs exchange rate, fuel 

efficiency and leasing transaction volume which is less 

cited in the literature are regional conditions, 

governmental policies, duopoly nature of the 

automobile industry in Iran and high custom duties. The 

significance of each indicator is investigated in the 

following.  

 

Leasing: A lease is a contractual arrangement calling 

for the lessee to pay the less or for the use of an asset. 

In other words, leasing is a process by which a firm can 

obtain the use of certain fixed assets for which it must 

pay a series of contractual, periodic, tax-deductible 

payments. The leasing policy can be regarded as an 

incentive policy due to the advantages provided for 

automobile buyers (Amanollahi and Muhammad, 

2012). Leasing policy leads to substantial increase in 

income level of strata and it also result in automobile 

demand growth , simultaneously (Menger, 2007). 

Hence, the leasing transaction volume is considered as 

an independent variable in this study. 
 

Automobile fuel price: Regarding fuel efficiency in 

literature and eliminating subsides having been led to 

dumping fuel prices in recent years in Iran, It is 

expected that automobile fuel price indicator has an 

influential impact on automobile demand; there for, the 

mentioned indicator is also considered as an 

independent variable in automobile demand estimation. 

 
Dollar vs. RLs exchange rate: As far as most spare 
parts of the A class automobiles are imported and the B 
and C classes’ automobiles are imported as CBU 
(Completely Built Units) and CKD (Completely Knock 
Down) in Iran, the Dollar vs. RLs exchange rate 
assumed as a proper indicator for automobile 
estimation. So the Dollar vs. RLs exchange rate is 
another assumed independent variable in this study. 
 

ANALYZING RESULTS 

 

In this section, according to price sensitivity that is 

important for both government and automobile 

consumers living in IRAN, automobile demand was 

classified in three price classes. First class consists of 

the automobiles that have price below 100 million RLs, 
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the other class includs the automobiles that have price 

between 100 and 200 millon RLs, respectively. Finally, 

the last price class consists of the automobiles over 200 

millon RLs. The price classified classes were named as 

A, B and C, respectively. According to scrutiny 

consumer financial ability and government policies, 

automobiles demand was analyzed in each class and 

conclusions about the impact indicators of each class 

was determined individually. 

Defined indicators were input to celementine® 

12.0 software as 168 monthly periods from years 1997 

to 2010. For anlyzing reviewed models, actual demand 

was compared with estimated demand of each model. 

Then, the most appropriate model for each class was 

selected in terms of Root-Mean-Square Error (RMSE) 

method (Sa-ngasoongsong et al., 2012). Actual demand 

and estimated demand of automobile for A, B and C 

classes were shown. Because of space limitations, data 

were depicted annually. 

Actual demand for A class automobiles are 

obtained from recorded plaque in Traffic Police of Iran 

from 1997 to 2010. For determining the most 

appropriate model for each defined class, the estimated 

demand is calculated with Neural Network, Regression, 

Time Series and CHAID models as illustrated in Table 

2, 3 and 4.  

 
Table 2: Actual demand and estimated demand for A class  

Year Actual demand 

Estimated by neural 

network Estimated by regression Estimated by time series 

Estimated by 

CHAID 

1997 121986 185838 116615 106066 180748 

1998 140522 192588 143302 150426 180748 

1999 165231 199998 173700 192218 180748 

2000 220259 215090 229714 232312 180748 

2001 255741 228500 241162 273890 180748 

2002 325487 332466 372304 314862 456068 

2003 435864 372156 399132 358696 456068 

2004 484445 423713 447702 409147 456068 

2005 461656 462547 470557 459413 456068 

2006 480288 508080 514190 502413 456068 

2007 548665 549251 530208 542990 456068 

2008 579127 590336 559680 586332 579127 

2009 548665 602991 562042 628393 579127 

2010 688942 618858 696568 663241 688942 

 

Table 3: Actual demand and estimated demand for B class  

Year Actual demand 
Estimated by neural 
network 

Estimated by 
regression Estimated by time series 

Estimated by 
CHAID 

1997 19389 -64841 2251 19389 74377 
1998 23406 -26274 34769 23405 23406 
1999 24073 -23100 19558 27423 24073 
2000 28126 12167 47181 24740 24073 
2001 74377 37974 62969 32179 74377 
2002 127184 91946 139634 120625 206595 
2003 210673 166936 191573 179991 206595 
2004 281927 197635 298516 294160 206595 
2005 326828 312561 312794 353182 326828 
2006 330363 413402 316601 371731 378172 
2007 378172 419496 395804 333901 378172 
2008 453787 398147 475966 425978 557459 
2009 554945 370666 552622 529400 557459 
2010 663646 266466 646659 656101 557459 

Table 4: Actual demand and estimated demand for C class  

Year Actual demand 

Estimated by neural 

network 

Estimated by 

regression Estimated by time series 

Estimated by 

CHAID 

1997 0 626 1114 152 0 

1998 0 1197 -816 14 0 

1999 1103 2855 19551 1 22662 

2000 838 3741 15804 16823 22662 

2001 5318 4815 20539 17893 22662 

2002 5996 15048 20669 19335 22662 

2003 10827 24286 25083 21199 22662 

2004 18323 24625 23552 23710 22662 

2005 20340 23261 24754 24438 22662 

2006 19001 25452 25222 24130 22662 

2007 16830 26765 22580 23768 22662 

2008 24008 26730 26368 24150 22662 

2009 30813 25735 31097 27879 22662 

2010 15025 21911 16426 30547 22662 
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Fig. 2: Actual demand for A class with estimated demand by 

RBF network 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3: Actual demand for A class with estimated demand by 

regression 

 

To gain a deeper deduction between applied 

models, the actual demand and the estimated demand of 

each model are depicted in Cartesian Coordinates, 

separately. In the proposed charts, the actual demand 

and the estimated demand are distinguished with dash 

and  line  curves  for  assumed classes, respectively 

(Fig. 2-13).  

It should be noted that the collected data for B and 

C (Fig. 6-13) classes implemented in assumed models 

and the results are depicted in following the same as A 

class description (Fig. 2-5). 

Furthermore, the errors between actual demand and 

estimated demand in each model were calculated by 

RMSE method to collect the most appropriate model 

for analyzing automobile demand in the classes. The 

RMSE is a frequently used measure of the differences 

between assess predicted by a  model. The RMSE of an 

estimator   
� with respect to the estimated parameter θ   is 

defined as follows:  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 4: Actual demand for A class with estimated demand by 

time series 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 5: Actual demand for A class with estimated demand by 

CHAID 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 6: Actual demand for B class with estimated demand by 

RBF network 

 

The calculation of  RMSE for all models is shown 

in Table 5.  

Due to the least RMSE in default models, Table 5 

shows that in the A and B classes of analyzing 

automobile,    regression     models     have     Estimated 
$ $ $ 2( ) ( ) (( ) ).RMSE MSE Eθ θ θ θ= = −
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Table 5: RMSE calculation in A, B and C classes 

Model RMSE in class A RMSE in class B RMSE in class C 

Neural 
network 

42530 124486 6244 

Regression 23124 15152 9790 
Time series 38626 25051 8743 
CHAID 54038 53018 11519 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 7: Actual demand for B class with estimated demand by 

regression 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8: Actual demand for B class with estimated demand by 

time series 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 9: Actual demand for B class with estimated demand by 

CHAID 

 

 

 
 

 
 
 

 

 

 

 

 

 

 

 
Fig. 10: Actual demand for C class with estimated demand by 

RBF network 

 

 

 
 
 
 
 
 

 

 
 
 
 
 
 

 
Fig. 11: Actual demand for C class with estimated demand by 

regression 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 12: Actual demand for C class with estimated demand by 

time series 

 
desirably. Furthermore, neural network modelshave 
Estimated better in C class. 
 
Analyzing the effective indicators: Given the best-
Estimated    model,    the    results    are    obtained    by 
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Fig. 13: Actual demand for C class with estimated demand by 

CHAID 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 14: Significant parameters in class C 

 

celementine® 12.0 software considering RMSE 

method. To analyze the significance of indicators for A  

and  B automobile classes, regression method is used 

with Eviews-6 software and the C automobile class 

analysis is done by Redial Basis Function Neural 

Network (RBFN) method with celementine® 12.0 

software. 

All calculations were carried out by E-views 

software and the stability of the estimation pattern has 

been tested. The leasing transaction volume, per capita 

income, automobile purchase price, dollar vs. RLs 

exchange rate and fuel price efficiency are considered  

as independent variables in the automobile estimation 

demand. Numerical results of this statistical fitness are 

presented in following validating these statistical tests. 

Variables expressed in monetary units have been 

deflated according to the annual consumer price index. 

After selection of the appropriate explanatory variables 

in each case, we first calculated the coefficients for 

each econometric model through regression analysis 

and then we conducted the appropriate statistical tests. 

 
Econometric model for A class automobile demand: 
The analysis periods spans over the years 1997-2010 
(168 month). The proposed model for the analysis of A 
class automobile demand for Iran is (with R

2 
= 0.97): 

 

 

 
where, 
Dem : Automobile demand for A class 
Prc/income : Purchase price automobile divided by 

per capita income 
Fel :  Automobile fuel price 
Dol :  Dollar vs. RLs exchange rate 
Les :  Leasing transaction volume 
 

The model’s adjustment to actual data is 
satisfactory with a coefficient of determination (R

2
) 

equal to 97% for the regression method in the A class 
automobile demand. To eliminate the autocorrelation 
and multi-collinearity of the input data, purchase price 
automobile is divided by per capita income. Hence, this 
indicator is regarded as the share of income of 
individuals intended for purchasing automobile. It can 
be concluded that amongst four input indicators in 
regression method, the prc/inc indicator and leasing 
transaction volume are significant indicators. 

In statistics, the Phillips-Perron test is a unit 
root test. That is used in time series analysis to test 
the null hypothesis that a time series is integrated of 
order 1. It builds on the Dickey-Fuller test of the null 

hypothesis � in ∆�� = ����	 + ��, where ∆ is the first 
difference operator. Like the augmented Dickey-Fuller 
test, the Phillips-Perron test addresses the issue that the 

process generating data for ��  might have a higher 
order of autocorrelation than is admitted in the test 

equation-making ���	 endogenous and thus 
invalidating the Dickey-Fuller t-test. The cointegeration 
analysis is subject to the integration order of time 
series. Augmented Dickey-Fuller (ADF) and Phillips-
Perron (PP) unit root tests, examines the integration 
orders of variables. According to ADF and PP tests, 
results indicate that all variables except the price fuel 
efficiency, fel, are integrated of order one so that when 
first differenced, all would be stationary. 

In this study, regression vector method used for 

evaluating the degree of integration between the model 

variables. Integration Regression Durbin-Watson testis 

used to determine the degree of integration between the 

variables. In this test the null hypothesis that the 

regression error terms (��) is a random and unstable, 

namely: u� = u��	 + v� , v�~in (0, σ�) and the other 

hypothesis represents that the error terms is the first 

order and stable. According to the results, D-W test 

statistic is greater than the coefficient of determination 

( �), so the possibility of spurious regression is 

rejected. To test the hypothesis ! = 0, Durbin-Watson 
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statistic is calculated and is compared with the critical 

quantity provided by Sargan and Bhargava. Results 

indicate that Durbin-Watson statistic is equal to 2.1(D-

W = 2.1) and this statistic is grater that critical quantity 

provided even at the 10% level. Therefore, the null 

hypothesis is rejected and error terms are stable. Thus, 

it can be deduced that there is a long-term equilibrium 

relationship between the variables of the model. 

 

Econometric model for B class automobile demand: 

The analysis periods spans over the years 1997-2010 

(168 month). The proposed model for the analysis of A 

class automobile demand for Iran is (with R
2 
= 0.97): 

 

 
 

where, 

Dem : Automobile demand for B class 

Prc/income : Purchase price automobile divided by per 

capita income 

Fel : Automobile fuel price 

Dol : Dollar vs. RLs exchange rate 

Les : Leasing transaction volume 

 

The model’s adjustment to actual data is 

satisfactory with a coefficient of determination (R
2
) 

equal to 97% for the regression method in the B class 

automobile demand. With respect to the results 

presented, it can be concluded that amongst four input 

indicators in regression method, the Dollar vs. RLs 

exchange rate indicator and leasing transaction volume 

are significant indicators. Due to existing imported or 

assembled automobile in this class, the exchange rate is 

significant indicator and the reason for selecting leasing 

transaction volume as a significant indicator is that 

consumer are owned B class automobile with half cash 

fund. The model’s validity is tested by means of 

statistical and diagnostic tests similar to A class 

automobile demand. 

 

Radial basis function neural network model for C 

class automobile demand: In accordance to Fig. 14, 

the obtained results by RBF neural network indicate 

that the Dollar vs. RLs exchange rate indicator is of 

utmost importance in comparison with the rest of 

indicators for C class automobile demand. Furthermore, 

this class of automobile is imported and due to high 

cost of purchase price, with a little change in the 

exchange rate,purchase price of the automobile 

willfurther change and it significantly effect on 

automobile demand in C class. 

 

CONCLUSION 

 
This study proposed three econometric models 

titled Time series, Regression, CHAID and an RBF 

neural network for automobile demand estimation in 
Iran market. By fitting each mentioned model to actual 
data for each assumed class and by contrasting the 
actual demand with estimated demand of each model, 
the most appropriate model was selected in terms of 
RMSE to estimate the automobile demand. Results 
represented that modeling can be different for different 
classes of automobile demand. Then, to analyze the 
factors having influential impacts on automobile 
demand five indicators were defined based on previous 
literature and Iranian economic and political conditions. 
The significance and validity of each indicator were 
investigated by caring out statistical and diagnostic tests 
on obtained results from regression and RBF neural 
network models. Finally, for each assumed classes the 
utmost important indicators were determined. 
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