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Abstract: In collective sports, the match analysis is fundamental in order to improve the quality of coaches’ 
intervention. Nevertheless, the generality of the systems are based on notational analysis which does not allow a 
deep understanding about the collective behaviour of the team. Therefore, the main goal of this study is to update 
and design new tactical metrics that allows an improved online knowledge about the teams’ behaviour. Tactical 
metrics such as the teams’ centroid, teams’ stretch index and teams’ effective play area will be presented throughout 
this study, validated by means of a single match experimental case study. Results suggest the potential of the herein 
proposed tactical metrics, providing relevant and online information to the coaches over time, thus allowing new 
opportunities to improve the quality of their intervention. 
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INTRODUCTION 

 
Match analysis refers to the objective of recording 

and examining events occurring during competition 
(Carling et al., 2005). The main goal of match analysis 
is to provide to the coach relevant information about the 
team and/or the individual performance of each player 
(Franks and McGarry, 1996), thus allowing to improve 
the quality of future planning (Hughes and Franks, 
2004). At the same time, the coach can analyze the 
performance of the opposing team in order to use the 
data to identify ways to overcome its strengths and 
exploit its weaknesses (Carling et al., 2009). 

The traditional quantitative analysis (i.e., notational 
analysis) may not be suitable to establish the whole 
characteristics of a skill or tactical behaviour (Clemente 
et al., 2012a). Nevertheless, the use of new methods, 
such as artificial neural networks or tactical metrics 
(e.g., team’s centroid, team’s surface area or team’s 
stretch index) may allow to overcome the limitations 
inherent to notational analysis (Lees, 2002). Therefore, 
both notational and kinematical analysis need to be 
complemented with new methods to allow a further 
understanding of the team’s tactical dynamics 
(Clemente et al., 2012b). In fact, such information is 
vital to improve the knowledge of the game, quality of 

training and intervention of the coach, thus improving 
the collective performance of teams.  

Sport performance consists of a complex series of 
interrelationships between wide varieties of 
performance variables (Borrie et al., 2002). Therefore, 
structures and configurations of play should be 
considered as a whole rather than analysed in an 
individual manner (Passos, 2009). Systems with many 
dynamically interacting elements can produce rich and 
varied patterns of behaviours that are clearly different 
from the behaviour of individual players. In this line of 
though, McGarry et al. (2002) considered that the rich 
and varied patterns that arise in team sports are the 
result of the self-organization among many coupled 
oscillators (e.g., players).  

The tactic concept is related with space-time 
dimension, being a consequence from the strategy and 
space-time constraints of match actions (Zerhouni, 
1980). In other words, the tactic concept is an 
adaptation to new constraints of the match, such as to 
opposition or individual team’s constraints (Clemente, 
2012). Tactics refers to the positions taken in reaction 
to the opposing team in the match and the adaptation of 
the team to the conditions of play (Gréhaigne and 
Godbout, 1995; Gréhaigne et al., 1999). 
Complementarily, to Smith et al. (1996) the tactic is the 
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set of decisions and actions developed over the game. 
The tactic states the relation among teammates that 
altogether forms the collective behaviour which can be 
divided into group tactic (i.e., clusters inside the team) 
or team tactic (i.e., all players of the team) (Zerhouni, 
1980). In short, team’s tactic is related to the 
conception of unity, i.e., the ability that all players have 
to play as a team, coordinating their actions regarding 
the team’s needs.  

Some collective sport games use specific methods 
and metrics in order to analyse and evaluate the 
dynamical collective behaviour. However, according to 
Neville et al. (2008), despite the large quantity of 
research methods and techniques to model performance 
in sport, used singly or in combination, results have 
been somehow disappointing. Simple frequency data 
cannot necessarily capture the full complexity of the 
performance (Borrie et al., 2002). Therefore, searching 
for identification and interpretation of substantial game 
behaviour, it is imperative to gather quantitative and 
qualitative information (Garganta, 2009). 
Consequently, it is necessary to develop novel concepts 
and tools, from the systems approach and computer 
science, to handle such complexity and allow a new 
understanding about tactical behaviour of teams 
(Balagué and Torrents, 2005), thus contributing to 
improve the knowledge of coaches, i.e., improving the 
potential of the match analysis.  

 
Statement of contributions: Although recent studies 
analyse the team’s behaviour using collective metrics, 
the fact is that the most robust metrics to evaluate the 
sport performance analyse the individual behaviour of 
each player. However, collective sport games need to 
be understood as a collective phenomenon, i.e., the 
performance is not the sum of the parts, but the unique 
and specific cooperation of every part, i.e., the 
performance analysis need to be analysed as a whole: a 
team. In fact, at the football game, fewer studies had 
analysed the collective dynamic of teams through 
tactical metrics. However, football is a tactical 
sophisticated sport that requires the understanding of 
the   coordination   processes   among   players   
(Davids et al., 2005). One cannot expect the same 
performance from the same player in two different 
teams since the essence of style of play depends of each 
player specific properties (Deleplace, 1994). Hence, the 
sum of players’ performance within the same team has 
a preponderant influence in the performance and 
evolution of each player’s play style (Gréhaigne et al., 
2005). For instance, the Portuguese football player 
Cristiano Ronaldo, considered the 2nd best player in the 
world, scored 46 goals in 38 games in 2011/2012 
season in Real Madrid (1.21 goals per game). 
Nevertheless, in the national Portuguese team, he 
scored 35 goals in 94 matches (0.37 goals per game).  

As previously addressed, until now, there are few 
studies dedicated exclusively to the study of tactical 

dynamics of teams, especially in 11-a-side football. 
Therefore the main goal of this study is to propose new 
collective online metrics to the football game, thus 
improving the most pertinent information from a 
coach’s point-of-view and, at the same time, understand 
the factors that characterize the team’s performance.  

In the present study, three online tactical metrics to 
analyse and evaluate the football game will be 
presented. The herein presented tactical metrics are 
defined as:  

 
• The team’s centroid  
• The team’s stretch index  
• The team’s effective area of play 

 
The usefulness of the team’s centroid metric, 

according to Bourbousson et al. (2010), may have the 
potential to compute the in-phase relation among the 
two opposing teams in longitudinal and lateral 
directions. This study proposes an updated version of 
the team’s centroid considering the distance of players 
in relation to the ball.  

The team’s stretch index metric can give some 
information about the dispersion of the team in relation 
to the team’s centroid (Bourbousson et al., 2010). This 
information is important to improve the knowledge 
about the centrality of the game, thus allowing 
organizing the game based on such dispersion. Once 
again, this study proposes an updated version of the 
team’s stretch index which also considers the distance 
of players to the ball. 

The team’s effective area of play metric allows 
obtaining the number of triangles of each team over 
time and the effective space to play. The number of 
effective triangles of each team may also characterize 
the efficiency of the tactical team organization. For 
instance, the effective area of a team may be used to 
evaluate both the defensive and offensive phases. 
Hence, this study also presents a computationally 
efficient algorithm to obtain and graphically present the 
effective area of each team in an online fashion using 
the high-level calculation tool MATLAB. 

 
Paper organization: This study will be organized as it 
follows: 
 
• Literature review: Discusses some collective 

metrics applied to sport games in the literature  
• Online metrics: Presents the online metrics 

proposed giving the example of the 11-a-side 
football game 

• Case study: Results and Discussion, depicts the 
data obtained from a case study discussing the 
meaning of the results and how these metrics may 
provide useful information to coaches or other 
sport agents  

• Conclusion: Where a general overview of the 
present study is outlined  
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LITERATURE REVIEW 
 

Recently, many researchers developed new 
methods and metrics to analyse the team’s collective 
behaviour, thus increasing the quality and efficiency of 
the  obtained  results  (Frencken  et  al.,  2011;  Passos 
et al., 2011a, b). Specifically, new metrics have been 
designed to better assess the collective performance of 
teams based on players’ tactical dynamic (Gréhaigne, 
1992;  Frencken  and  Lemmink,  2008;  Bourbousson 
et al., 2010). 

One of the first metrics applied to the football 
game was the effective play-space (Gréhaigne, 1992). 
According to some studies (Gréhaigne, 1992; 
Gréhaigne et al., 2005; Gréhaigne et al., 2010) this 
metric can verify the effectively occupied play-space by 
players of both teams. The effective play-space can be 
defined as the polygonal area obtained by a line that 
links all involved players positioned at the periphery of 
the play at specific instant. Nevertheless, the reported 
studies do not show a mathematical method to 
determine the metric and how to overtake the 
geometrical complexity related to the polygon 
computation. Also, this metric does not consider the 
influence of the occupied play-space of one team over 
the other. Hence, the claims about the effectiveness of 
the play-space proposed by Gréhaigne (1992) are not 
consistent with the ones considered in this study. 

Frencken et al. (2011) and Frencken and Lemmink 
(2008) developed two metrics applied to small-sided 
football games (5-a-side) analysis:  

 
• The team’s centroid 
• The team’s surface area 

 
The team’s centroid metric was calculated as the mean 
position ሺݔҧ,  തሻ of all outfield players (xn, yn) from oneݕ
team. The results of Frencken et al. (2011) show that 
the correlations between both teams’ centroids are near 
perfect for the forward-backward oscillations for all 
analysed small-sided games. Although slightly lower, 
the correlation coefficients for the lateral oscillations of 
the teams’ centroids were still considerably high for the 
small-sided football games. These results confirm that 
team’s centroids tend to move in the same direction 
over the course of a game.  

Bourbousson et al. (2010) presented two collective 
metrics applied in the basketball game:  

 
• The team’s spatial centre  
• The team’s stretch index 

 
The team’s spatial centre metric was calculated at the 
mean position of five players of each team as each 
player contributed equally to the team metrics. The data  

Table 1: Description of the notation 
Notation Description 
(a b) The number of combinations of ܾ elements 

from ܽ elements 
APol Polygon area 
P Polygon 
∆ Triangle formed by vertices (x1 , y1),  (x2, y2) 

and (x3, y3) 
 Ԧ Vector of triangles index ordinates throughݏ

perimeter by ascending order 
Γ Polygon from the triangles intersections 
DT Transpose of a matrix D 
Rq×r q×r real matrix 
δ; ζ Team A and B, respectively 
τ Counter of the non-overlapping triangles 
wi Weight based on the Euclidean distance from 

each player to the ball 
dmax Maximal distance of one player to the ball 
Sind Stretch index 
di Euclidean distance between player i and the 

team’s centroid 
 
contained the longitudinal and lateral position of each 
player on the team. The team’s stretch index metric was 
obtained by computing the mean of the distances 
among each player and the spatial centre for that team. 
Therefore, this metric represented the mean deviation of 
each player on a team from its spatial centre 
(Bourbousson et al., 2010). The team’s spatial centre 
may allow to determinate the in-phase relation between 
the two teams in longitudinal and lateral directions. 
Regarding  to  the  team’s  stretch index, Bourbousson 
et al. (2010) suggested that it may provide an indication 
of whether a team was expanding or contracting at any 
instant. 

Concerning the specificities of the 11-a-side 
football game, it is important to provide some updates 
to increase the quality and objectivity of the results. 
Therefore, given the reduced literature about the 
collective tactical dynamics on 11-a-side football, this 
study proposes a set of novel collective metrics, 
designed based on the needs of this sport, thus 
providing useful information to sport’s analysts.  
 

ONLINE METRICS 
 

Online tactical metrics can give to the coach or 
sport’s agent’s relevant information about how teams 
behave over time throughout the match. In fact, such 
metrics can be used as an important tool to improve the 
coach’s opportunities to make changes on the team’s 
tactic, easily detecting the strong or weak aspects of its 
performance during the match. Table 1 outlines the 
notation to allow an easier understands on the online 
metrics that will be presented and discussed.  

 
Team’s centroid metric: For the football game, the 
centroid can be calculated through the geometric mean 
position ሺݔҧ,  .തሻ of all players (xn, yn) for each teamݕ
According to Frencken et al. (2011), the team’s 
centroid of both teams can provide three measures:  
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Fig. 1: Spatial referential of the field 
 
• The ݔ-distance (m) represented forward-backward 

displacement (i.e., length of the field) 
• y-distance (m) represented lateral displacement 

(i.e., width of the field) 
• Radial distance (m), comprising both forward-

backward and lateral displacement. These 
measures are obtained based on the centroid 
position relative to the origin ܱ, i.e.,ሺ0, 0ሻ, defined 
at the centre of the field (Fig. 1): 
 

ቂxത
yതቃ = 1

∑ wi
N
i=1

൤∑ wixi
11
i=1

∑ wiyi
11
i=1

൨                  (1) 

 
The position of the ݅௧௛ player is defined as (xi, yi). 

The relevance of each player to the team’s centroid, i.e., 
wi weight, is based on the Euclidean distance from each 
player to the ball as: 

 

 wi=1-
ටሺxiିxbሻమା൫yiିyb൯మ

dmax
                 (2) 

 
where, in ሺݔ௕,  ௕ሻ corresponds to the position of theݕ
ball and dmax is the Euclidean distance of the farthest 
player to the ball at each iteration (Fig. 1). 

The usefulness of the team’s centroid, according to 
Bourbousson et al. (2010), may be the potential to 
compute the in-phase relation among the two opposing 
teams in longitudinal and lateral directions. Until now, 
the most relevant research focuses on the oscillation of 
each team in both the longitudinal and lateral 
directions, with strong coupling tendencies between 
them (Frencken et al., 2011). However, this kind of 
information can be of little use for the coach. In fact, 
the team’s centroid may provide useful information for 
field application, i.e., decreasing the systemic 
interpretation and increasing the potential application of 
the analysis of football to provide substantial 
information to the football scouts, thus improving the 
quality of teams’ analyses. Additionally, the centroid of 
each team can oscillate according to each variable in 
different moments (e.g., ball possession).  

Therefore, the cumulative centroid position at the 
end of the game may reveal different tendencies over 
time. Thus, for the coach, analysing the teams’ centroid 
at different moments (e.g., ball possession) and how the 
team acts according to ball’s location or the opposing 
team’s centroid are important factors that allow 
determining how a team can improve its performance in 
order to achieve its goals, or how it can use the 
information about the opposing team to adequate a new 
tactical or strategic approach for the match. 
Nevertheless, the team’s centroid does not allow 
understanding the strategic distribution of players in the 
field. Therefore, it is important to propose a tactical 
metric that allows representing teams’ dispersion. 

 
Team’s stretch index metric: The stretch index 
measures the space expansion or contraction of the 
team on the longitudinal a lateral directions 
(Bourbousson et al., 2010). Similarly to the team’s 
centroid, a weighted team’s stretch index metric may 
then be calculated as: 
 

௜௡ௗݏ ൌ ∑ ௪೔ௗ೔
ಿ
೔సభ
∑ ௪೔

ಿ
೔సభ

                  (3) 

 
where,  
݀௜ = The Euclidean distance between player ݅ and the 

team’s centroid, i.e.: 
 

di=ඥሺx୧ െ xതሻଶ ൅ ሺy୧ െ yതሻଶ                  (4) 
 
within this context, the stretch index can be obtained by 
computing the mean of the distances between each 
player and the centroid of the team. Thus, this metric 
represents the mean deviation of each player on a team 
from its centroid (Fig. 2).  

The team’s stretch index can give some 
information about the dispersion of the team in relation 
to the centroid. This information is important to 
improve the knowledge about the relation between 
players and the centrality of the game, thus allowing 
organizing  the  game  in  function  of  such  dispersion.
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Fig. 2: Dispersion of the players in relation to centroid 
 

 
 
Fig. 3: An example of dispersion of the players in relation to centroid 
 

 
 
Fig. 4: Surface area of the team 
 
Moreover, a coach may organize the team so as to 
reduce or increase the distance between players to the 
centroid according to a specific tactical definition. For 
instance, it may be an option to let a player more 
distanced from the centroid to let the direct opponent 
out of the central play. 

However, the stretch index may give erroneous 
information to the coach, i.e., although teams have a 
great dispersion (Fig. 3), the rational occupation of the 
team may be dysfunctional and inefficient. Through the 
depicted case (Fig. 3), it is possible to analyse that the 
team organization may compromise the effectiveness of 
the structural and functional organization of the team. 
Therefore, it is important to complement this tactical 

metric with relevant information of the rational 
occupation of players and the effective area of the team. 

  
Team’s surface area metric:  
Effective area and triangles: The team’s surface area 
represents the overall team position (Frencken and 
Lemmink, 2008). In order to calculate the surface areas 
of the teams, two measures were considered by 
Frencken et al. (2011): length (݉) and width (݉). 
According to the authors, length can be defined as the 
distance between the most backward and the most 
forward player (ݔ-coordinate) while width can be 
defined as the distance between the most lateral players 
on  either  side  of the field (ݕ-coordinate). However, 
the   study   of    Frencken  et  al.  (2011)  just  analysed 
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Fig. 5: Example of surface area 
 

 
 
Fig. 6: Example of the application of algorithm 1 in the surface area of the Fig. 4 
 
small-sided football games (5-a-side) and the method 
cannot effectively analyse the area covered on the 11-a-
side (Fig. 4). In the 11-a-side football game, the 
dispersion of players using such methodology can 
provide a misinformation to the coach. In the case of 
Fig. 4 and 5, the surface areas are equal. However, the 
dispersion of players is different. In Fig. 5, players form 
clusters while that in Fig. 4 the players are more equally 
distributed, although the surface area is the same. 
Therefore, the results do not allow analysing correctly 
the team dynamics. Therefore, in order to adapt the 
methodology to the 11-a-side football game, an 
adaption to Frencken et al. (2011) work was 
undertaken.  

In order to create a polygon on the planar 
dimension, at least three points are necessary (i.e., 
triangle). Therefore, three players need to be considered 
to build triangles as the combinations of ܰ players, in 
which ܰ is the total number of players within a team. 
On the football case, a maximum of eleven players for 
each team may be in the field at the same time, 
consequently, the combination of three players out of 
eleven players, a total of 165 triangles are cumulatively 
formed (Algorithm 1). 

  
Algorithm 1: Calculate the surface area of the team: 
 
݈ = 0 // counter of the combinations of ܰ players taken 
three at a time 

For ݅ ൌ 1: ܰ െ 2 
For ݆ ൌ ݅ ൅ 1: ܰ െ 1 
For ݇ ൌ ݆ ൅ 1: ܰ 
݈ ൌ ݈ ൅ 1 

∆௟ൌ ቂ
௜ݔ ௝ݔ ௞ݔ
௜ݕ ௝ݕ ௞ݕ

ቃ
்
 

// each triangle is defined by the position of three 
different players 
ܲ ൌ ∆ଵ  // initialize the polygon as the first triangle 
defined by players 1, 2 and 3. 
For ݅ ൌ 2: ݈ 
ܲ ൌ ܲ ׫ ∆௜ , ܲ ݁ݎ݄݁ݓ ൌ ሺ݌ଵ, … , ߙ ݀݊ܽ ఈሻ݌ ൑ ܰ // 
build the polygon by accumulatively uniting itself to the 
remaining triangles 
௉௢௟ܣ ൌ ଵ

ଶ
∑ ൫݌ଵ,௜݌ଶ,௜ାଵ െ ଶ,௜൯ఈିଵ݌ଵ,௜ାଵ݌

௜ୀଵ  , ߙ ݄ݐ݅ݓ ൑  ܰ // 
calculate the area of the polygon 
 

In order to understand how teams behave in the 
field, it is important to analyse the effective free-space 
to play. The concept of effective play area comes from 
Gréhaigne (1992), defining it as the instant peripheral 
position of players. In other words, one could define the 
limitation of the surface area as the effective available 
space a team can play. Figure 6 and 7 show how 
Algorithm 1 improves the feasibility of the team’s 
surface area when compared to the previously presented 
examples based on Frencken et al. (2011) work (Fig. 4 
and 5). 
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Fig. 7: Example of the application of algorithm 1 in the surface area of the Fig. 5 
 

 
 
Fig. 8: Example of the triangles constitution in the strategic disposition 
 

However, it is important to further understand how 
teams behave and find the real effective area of each 
team over time. Hence, it may be important to 
contemplate the effective area of a team, i.e., the real 
area that a team covers without intercepting the 
effective area of the opposing team. In fact, the 
effective area needs to consider the space that a team 
can efficiently cover. Therefore, tactical football can be 
geometrically analysed to further understand how team 
behaves.  

Lucchesi (2001) refers that the geometric figures 
that allow the most successful play along the field are 
triangles. The author enhances that the ability of the 
team to “draw up” such triangles on the field allows 
developing a good offensive play. In the defensive 
organization, triangles towards the ball, known as 
defensive triangles, are always being formed in an 
attempt to create a “defensive shadow”, i.e., the space 
through which the opponent cannot pass or dibble 
owing to the triangular-shaped positioning of players 
(Dooley and Titz, 2011). Therefore, the main objective 
of Algorithm 2 is to calculate all the non-overlapping 
triangles formed by the players of the same team. The 
main condition to this is to generate, at first, the 
triangles with smaller perimeters (Fig. 8). 

 
Algorithm 2: Calculate the surface area of team ߜ with 
non-overlapping triangles. 
 
݈ఋ ൌ 0 // counter of the combinations of ܰ players of 
team δ taken three at a time 

For ݅ ൌ 1: ܰఋ െ 2 
For ݆ ൌ ݅ ൅ 1: ܰఋ െ 1 
For ݇ ൌ ݆ ൅ 1: ܰఋ 
݈ఋ ൌ ݈ఋ ൅ 1 

∆௟
ఋൌ ቂ

௜ݔ ௝ݔ ௞ݔ
௜ݕ ௝ݕ ௞ݕ

ቃ
்
 // each triangle is defined by the 

position of three different players: 

௟ߩ ൌ  ෍ฮ൫ݔ௜ െ , ௝ݔ ௜ݕ  െ ௝൯ฮݕ
ଷ

௜ୀଵ

 , ݅ ݄ݐ݅ݓ ് ݆ ܽ݊݀ ݅ ൏ ݆ 

Ԧݏ ൌ Ԧሻߩሺ ݃݊݅݀݊݁ܿݏܽ_ݐݎ݋ݏ א   Թଵൈఉ , Ԧߩ ݁ݎ݄݁ݓ

ൌ ሺߩଵ, … , ߚ ݀݊ܽ ఈሻߩ ൌ ൬ܰఋ

3
൰ 

ܲఋ ൌ ∆௦భ
ఋ  // initialize the polygon as the triangle with 

the smallest perimeter 
∆ଵ

ఋൌ ∆௦భ
ఋ  // initialize the non-overlapping triangles of 

team δ 
߬ఋ ൌ 1 // counter of the non-overlapping triangles of 
team δ 
For ݅ ൌ 2: ݈ఋ 
Γ ൌ ܲఋ ת ∆௜

ఋ , Γ ݁ݎ݄݁ݓ ൌ ሺߛଵ, … , ߙ ݀݊ܽ ఈሻߛ ൑ ܰఋ 
// analyze intersections between triangles 
௉௢௟ܣ ൌ ଵ

ଶ
∑ ൫ߛଵ,௜ߛଶ,௜ାଵ െ ଶ,௜൯ఈିଵߛଵ,௜ାଵߛ

௜ୀଵ ߙ ݄ݐ݅ݓ  ൑  ܰఋ  // 
calculate the area of the intersection 
If ܣ௉௢௟ ൌ 0  
// condition is verified when there is no intersection 
between triangles 
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Fig. 9: Number of effective triangles without overlapping 
 
߬ఋ ൌ ߬ఋ ൅ 1 
ܲఋ ൌ ܲఋ ׫ ∆௜

ఋ // build the polygon by accumulatively 
uniting the non-overlapping triangles 
∆ఛഃ

ఋ ൌ ∆௜
ఋ // non-overlapping τδ triangle of team δ 

 
Therefore, as the number of formed triangles 

within a team increase, the less effective space is left 
for the opposing team. For instance, Trapattoni (1999) 
affirms that when players are pressured and cannot turn 
around and dribble, the ball must travel along triangles 
until a solution for forward play is found, i.e., the 
offensive triangles are annulled by the defensive 
triangles.  

After generating all triangles of each team, the next 
step is to consider all triangles of each team without 
interception. Through this condition it is possible to 
calculate the area of each team without interception 
(Fig. 9). Hence, Algorithm 3 computes the triangles of 
each team that do not suffer from the intersection of the 
opposing team. 
 
Algorithm 3: Effective Area-Triangles of team ߜ that 
do not intersect the surface area of the opposing team ߞ. 
 
ఋߝ ൌ 0  // counter of the effective triangles of team δ 
ఋܣ ൌ 0  // effective area of team δ 
ఋܧ ൌ ሾ ሿ  // polygon of the effective area of team δ is 
initialized as an empty array 
For ݅ ൌ 1: ߬ఋ 
Γ ൌ ∆௜

ఋ ת ܲ఍ , Γ ݁ݎ݄݁ݓ ൌ ሺߛଵ, … , ߙ ݀݊ܽ ఈሻߛ ൑ 6 // 
analyse intersections between triangles 
௉௢௟ܣ ൌ ଵ

ଶ
∑ ൫ߛଵ,௜ߛଶ,௜ାଵ െ ଶ,௜൯ఈିଵߛଵ,௜ାଵߛ

௜ୀଵ ߙ ݄ݐ݅ݓ  ൑  6  // 
calculate the area of the intersection 
If ܣ௉௢௟ ൌ 0 // condition is verified when there is no 
intersection between the triangle from team δ and the 
surface area of team ζ 
௉௢௟ܣ ൌ ଵ

ଶ
∑ ሺݔ௜ݕ௜ାଵ െ ௜ሻଷݕ௜ାଵݔ

௜ୀଵ   // calculate the area of 
the triangle 
ఋܣ ൌ ఋܣ ൅  ௉௢௟  // cumulative effective area of team δܣ

              
 

(a)                                        (b) 
 
Fig. 10: Example of triangles interception 
 
ఋߝ ൌ ఋߝ ൅ 1  // counter of the effective triangles of 
team δ 
ఋܧ ൌ ఋܧ ׫ ∆௜

ఋ // build the polygon of the effective area 
of team δ by ݔ accumulatively uniting its effective 
triangles ݔ 
 

In Algorithm 3, both teams are simultaneously 
considered in which ߜ and ߞ are the team ID such that 
ߜ ൌ 1, 2 and ߞ ൌ 1, 2 with ߜ ്  ߞ

However, in the presence of interceptions between 
opposing triangles and based on the supposition that 
effective defensive triangles can annul the offensive 
triangles (Trapattoni, 1999), the effective area to be 
considered  is  the  one  of  the  defensive triangles  
(Fig. 10a), thus reducing the effective area of the 
offensive team.  

However, Dooley and Titz (2011) proves that in 
order to form effective defensive triangles, it is 
necessary to have an approximate distance of 12 m 
between each vertex (i.e., defensive players), i.e., a 
defensive triangle with a maximum perimeter of 36 m. 
Hence, if a defensive triangle has a perimeter superior 
to 36 m (Fig. 10 b), it will be nullified by the offensive 
triangles since there are no guarantees that the 
defensive players will be able to intercept the ball.  

After considering the triangles without 
interception, it is necessary to consider all triangles of 
the team that does not have the ball possession (i.e., 
defensive   team)   with    perimeters   inferior   to  36 m
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Fig. 11: Example of effective area and effective defensive triangles 
 

 
 
Fig. 12: Example of effective area with defensive and offensive effective triangles 
 
(Fig. 11). Therefore, the algorithm considers all the 
defensive triangles that have this condition, overlapping 
the interceptive offensive triangles (Algorithm 4). 

 
Algorithm 4: Effective Area-Defensive triangles of 
team ߜ that intersect the surface area of the opposing 
teamߞ. 

 
If ܾ݈݈ܽ_݊݋݅ݏݏ݁ݏݏ݋݌ሺߞሻ ൌ 1 // condition is verified 
when team ζ has the possession of the ball 
For ݅ ൌ 1: ߬ఋ 
Γ ൌ ∆௜

ఋ ת ܲ఍ , Γ ݁ݎ݄݁ݓ ൌ ሺߛଵ, … , ߙ ݀݊ܽ ఈሻߛ ൑ 6 // 
analyse intersections between triangles 
௉௢௟ܣ ൌ ଵ

ଶ
∑ ൫ߛଵ,௜ߛଶ,௜ାଵ െ ଶ,௜൯ఈିଵߛଵ,௜ାଵߛ

௜ୀଵ ߙ ݄ݐ݅ݓ  ൑  6  // 
calculate the area of the intersection 

௉௢௟ߩ ൌ  ෍ฮ൫ݔ௜ െ , ௝ݔ ௜ݕ  െ ௝൯ฮݕ
ଷ

௜ୀଵ

 , ݅ ݄ݐ݅ݓ ് ݆ ܽ݊݀ ݅ ൏ ݆ 

If ܣ௉௢௟ ൐ ௉௢௟ߩ ݀݊ܽ 0 ൑  ఌ // condition is verified whenߩ
there is Intersection between the defensive triangle 
from team δ and the surface area of team ζ and the 
perimeter of the defensive triangle are smaller than ρε 
௉௢௟ܣ ൌ ଵ

ଶ
∑ ሺݔ௜ݕ௜ାଵ െ ௜ሻଷݕ௜ାଵݔ

௜ୀଵ   // calculate the area of 
the triangle 
ఋܣ ൌ ఋܣ ൅  ௉௢௟  // cumulative effective area of team δܣ

ఋߝ ൌ ఋߝ ൅ 1  // counter of the effective triangles of 
team δ 
ܲఋ ൌ ܲఋ ׫ ∆௜

ఋ // build the polygon of the effective area 
of team δ by accumulatively uniting its effective 
triangles 
 

At last, all offensive triangles that are not 
intercepted by the defensive triangles with perimeter 
inferior to 36 m are considered (Fig. 12). Consequently, 
the algorithm calculates all triangles, thus calculating 
the respective effective areas of both teams at every 
instant (Algorithm 5). 

 
Algorithm 5: Effective Area-Offensive triangles of 
team δ that are not intersected by the defensive triangles 
of the opposing team ߞ. 
 
If ܾ݈݈ܽ_݊݋݅ݏݏ݁ݏݏ݋݌ሺߜሻ ൌ 1 // condition is verified 
when team ߜ has the possession of the ball 
For ݅ ൌ 1: ߬ఋ 

 Γ ൌ ∆௜
ఋ ת ൫ܲఋ ׫ ܲ఍൯ , ൌ ݁ݎ݄݁ݓ ሺߛଵ, … ,   ఈሻߛ

ߙ ݀݊ܽ ൑ 6 
// analyze intersections between offensive triangles and 
the effective area of both teams 
௉௢௟ܣ ൌ ଵ

ଶ
∑ ൫ߛଵ,௜ߛଶ,௜ାଵ െ ଶ,௜൯ఈିଵߛଵ,௜ାଵߛ

௜ୀଵ ߙ ݄ݐ݅ݓ  ൑  6 // 
calculate the area of the intersection 
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If ܣ௉௢௟ ൌ 0 // condition is verified when there is 
intersection between the defensive triangle from team ߜ 
and the surface area of team ߞ and the perimeter of the 
defensive triangle is smaller than ߩఌ 
௉௢௟ܣ ൌ ଵ

ଶ
∑ ሺݔ௜ݕ௜ାଵ െ ௜ሻଷݕ௜ାଵݔ

௜ୀଵ   // calculate the area of 
the triangle 
ఋܣ ൌ ఋܣ ൅  ߜ ௉௢௟  // cumulative effective area of teamܣ
ఋߝ ൌ ఋߝ ൅ 1  // counter of the effective triangles of 
team ߜ 
ܲఋ ൌ ܲఋ ׫ ∆௜

ఋ // build the polygon of the effective area 
of team ߜ by accumulatively uniting its effective 
triangles 
 

Through this tactical metric, i.e., the effective 
team’s surface area, a coach may analyse if the team, in 
the defensive phase, acts as a defensive “block”, i.e., 
the union of the defensive triangles form a defensive 
polygon that constrains the opponents to loss the ball. 
Also, over time, the coach or the assistant may analyse 
if, the midfielders’ triangles are large enough to allow 
that offensive triangle moves forward without effective 
opposition. Therefore, the effective area can give to the 
coach important information about how teams behave 
and where mistakes or weakness in relation to the 
opponent may emerge from a specific tactical 
definition.  

Through this metric it is possible to obtain other 
results, i.e., additionally to the team’s effective area it is 
possible to count the number of effective triangles of 
each team over time. The number of effective triangles 
of each team may characterize the efficiency of the 
team’s tactical organization. Hence, the effective area 
and the number of triangles can give different and 
complementary information, since a team with the same 
number of effective triangles may have a different 
effective area in different situations.  

 
Computational requirements: The computation of the 
metrics previously proposed needs to be undertaken in 
real-time while the football game is running, thus 
requiring  the  use  of  high-speed algorithm (Ghamisi 
et al., 2012). To compute the team’s centroid a 
computational complexity of ࣩ൫ܰఋ൯ needs to be 
considered. However, since both teams in the game 
needs to be considered, a total of ࣩ൫ܰఋ ൅ ܰ఍൯ will be 
necessary to compute both centroids. Similarly, the 
necessary computational requirements for the stretch 
index will be ࣩ൫ܰఋ ൅ ܰ఍൯ for both teams.  

Before computing the team’s effective area, one 
needs to compute the surface area with non-overlapping 
triangles (Algorithm 2). To form a triangle between the 
players from team ߜ, a 3-combination of the ܰఋ players 
may be considered as a subset of 3 distinct players of 
ܰఋ. Hence, the time complexity to compute the team’s 

surface area is ࣩ ቆ3 ൬ܰఋ

3
൰ቇ as one also needs to sort the 

perimeters of all triangles (Algorithm 2). For a list of 
computationally efficient sorting algorithm please refer 
to Bhalchandra et al. (2009). The team’s effective area 
is divided into three algorithms. The first (Algorithm 3) 
and the third (Algorithm 5) linearly depends on the 
number of non-overlapping triangles from team ߜ, i.e., 
߬ఋ. On the other hand, the second algorithm (Algorithm 
4) depends on the number of non-overlapping triangles 
from the opposing team, i.e., ߬఍. Therefore, the total 
time complexity to compute the effective area, without 
considering the pre-computation of the surface area, is 
ࣩ൫2߬ఋ ൅ ߬఍൯. This results in a computational 

requirement of ࣩ ൬3 ൬ܰఋ

3
൰ ൅ 2߬ఋ ൅ ߬఍൰ for each team. 

As the computation from the effective area from both 
teams depends with one another, the total time 
complexity to compute the effective area for both teams 
 :is ߞ and ߜ

 

ࣩ ቆ3 ൬ܰఋ

3
൰ ൅ 3 ൬ܰ఍

3
൰ ൅ 3൫߬ఋ ൅ ߬఍൯ቇ 

 
 Basically, integrating all metrics, the computing 

requirements, for both teams, can be mathematically 
described as: 

 

ࣩ ቆ3 ൬ܰఋ

3
൰ ൅ 3 ൬ܰ఍

3
൰ ൅ 3൫߬ఋ ൅ ߬఍൯ ൅ 2൫ܰఋ ൅ ܰ఍൯ቇ  

                  (5) 
 

In order to optimize the algorithm processing, the 
11-a-side football specificities will be considered. Note 
that the same analysis may be carried out for the other 
football modalities. 

Let  us  first  consider  the  following  results (Berg 
et al., 2008): 
 
Definition 1: Let the maximal planar subdivision be a 
subdivision Sଡ଼ such that no edge connecting two 
players can be added to Sଡ଼ without destroying its 
planarity. Hence, any edge that is not in Sଡ଼ intersects 
one of the existing edges. 
 
Definition 2: Let a triangulation of Pଡ଼ be a maximal 
planar subdivision whose vertex set is Pଡ଼. Also, any 
segment connecting two consecutive players on the 
boundary of the convex hull of Pଡ଼ is an edge in any 
triangulation Tଡ଼.  
 
Theorem 1: Let Pଡ଼ be a set of the Nଡ଼ football players 
of  team  X  in  the  plane,  not  all  collinear  and let N୩

ଡ଼  
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Fig. 13: Maximum number of triangulations of the one team 
 
denote the number of players in Pଡ଼ that lie on the 
boundary of the convex hull of Pଡ଼. Then, any 
triangulation of Pଡ଼ has the following number of 
triangles: 
 
       ߬௑ ൌ 2ܰ௑ െ 2 െ ௞ܰ

௑                                (6) 
 

The optimization of the computational complexity 
is stated next. 

 
Proposition 1: Let the maximum number of players on 
each team to be 11. If N୫ୟ୶

ஔ ൌ  N୫ୟ୶
஖  ൌ 11, then a 

maximum number of 17 triangles may be formed by 
each team: 
 

߬௠௔௫
ఋ ൌ  ߬௠௔௫

఍  ൌ 17                      (7) 
 
Proof: Let ௑ܲ ൌ  ൛݌ଵ, ,ଶ݌ ڮ ,  ே೉ൟ be the set of the݌
position of all ܰ௑ football players of team ܺ in the 
plane, whereܺ ൌ ,ߜ  Through Definitions 1 and 2, the .ߞ
triangulation implies that the convex hull boundary 
union of the bounded faces of ௑ܶ is always the convex 
hull of ௑ܲ and that the unbounded face is always the 
complement of the convex hull. Therefore, based on 
Theorem 1, the exact numbers of triangles and edges in 
any triangulation of ௑ܲ depend on the number of points 
in ௑ܲ that are on the boundary of the convex hull of ௑ܲ, 
i.e., ௞ܰ

௑.  
From Eq. (6) from Theorem 1, one can understand 

that, in order to maximize ߬௞
௑, i.e., ߬௠௔௫

௑ , the number of 
players within the boundary of ௑ܲ, ௞ܰ

௑, needs to be 
minimized. Hence, to form a bounding polygon, one 
needs at least 3 players, i.e., ௞ܰ

௑ ൌ 3 (Fig. 13). 
Therefore, replacing ܰ௠௔௫

௑ ൌ 11 and ௞ܰ
௑ ൌ 3 in 

equation (6) yields ߬௠௔௫
௑ ൌ 17 triangles. 

The following figure illustrates the maximum 
number of triangles formed by a football team of 11 
players (Fig. 13). 

 
Example 1: As the maximum number of players in 
each team is 11 and they both have the maximum 

number of 17 possible non-overlapping triangles, it is 
possible to obtain the maximum predictable number of 
iterations as: 
 

                      (8) 
 

One can optimize the time complexity of the 
algorithm by simultaneously computing the centroid 
and stretch index of both teams. Also, it is possible to 
optimize the effective area processing cycles merging 
Algorithm 3, 4 and 5 for both teams in a unique cycle 
with a maximal number of 17 triangles without 
overlapping. Such optimization would result in: 

 
ࣩሺ3 ൈ 165 ൅ 17 ൅ 22ሻ ൌ ࣩሺ534ሻ              (9) 

 
Without optimizing the algorithm (8), the 

processing takes about 1.1 sec in an Intel 4 core 2 quad 
cpu q900 processor 2.0 GHz and 4 GB of RAM. 
Considering the optimized version (9), it is possible to 
reduce the time to 0.98 sec. It is important to consider 
that the time is not substantially reduced since the 
graphical representation requires a significant 
processing time. Also, it would be possible to reduce 
the processing time using C++ instead of MATLAB.  

Next section validates the previously proposed 
metrics based on a 7-a-side football case study. 

 
CASE STUDY, RESULTS AND DISCUSSION 

 
The previously presented tactical metrics were 

evaluated in a 7-a-side football game. The analyzed 
match was the district final of under-13 football. 
Teams’ actions were captured using a digital camera 
(GoPro Hero with 1280×960 resolution), with capacity 
to process images at 30 Hz (i.e., 30 frames/sec). The 
camera was placed above the ground in order to capture 
the whole game. The whole process inherent to this 
approach, such as the detection and identification of 
players’ trajectories, the space transformation and the 
computation    of    metrics,    was   handled   using   the
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Fig. 14: Centroid of teams A and B in the ݕ-axis 
 
high-level calculation tool MATLAB. To compute the 
correlations between tactical metrics and teams it was 
used the r-Pearson test for positive variables and 
Spearman test to positive and negative variables in the 
same analysis. The correlation tests were performed 
using the IBM SPSS program (version 19) for a 
significance level of 5%. 

After capturing the football match through the 
camera, the physical space was calibrated using direct 
linear transformation (i.e., DLT), which transforms 
elements’ position (i.e., players and ball) to the metric 
space (Duarte et al., 2010). After calibration, the 
tracking of players was accomplished, thus resulting in 
the Cartesian positioning of players and the ball over 
time. 

Considering the online tactical metrics, the correct 
collective position of players may indicate a greater 
tactical effectiveness depending of their functional 
organization, with or without the ball possession. As 
previously defined, one of the most important online 
indicators is the team’s centroid that allows to analyse 
the average position of team players in the field. The 
team’s centroid, according to the studies presented in 
the literature applied in the basketball game 
(Bourbousson et al., 2010), must be analysed in both ݔ-
axis and ݕ-axis. The online analysis of this metric 
allows the observer to detect any non-conformity of the 
teams, depending on the opponent and the team who 
possesses the ball. In fact, the teams’ centroids allows 
observing if teams are in-phase or not, been expected 
that, when functionally arranged, the team’s centroids 
of both teams are positively correlated. 

Through Fig. 14, it may be observed that both 
teams’ centroids have in-phase behaviour. Moreover, 
considering Spearman’s correlation test, it is possible to 
observe a strong evidence of the positive relation 
between teams’ centroids over time (ݎ௦  ൌ  0.959), thus 
a large effect. Additionally, it is possible to verify a 

regular oscillation of the teams’ centroids between the 
positive and the negative values of the ݕ-axis, in which 
teams try to unbalance the defensive equilibrium of 
their opponent, in order to remove it from the centre of 
the field where teams usually try to avoid the offensive 
attempts of the opponents. One proof of the unbalance 
importance can be seen in the sequence that led to the 
goal of Team A (Fig. 14), where the team starts having 
the ball possession on one side of the field, i.e., 
negative values of ݕ-axis, subsequently changing to the 
other side, i.e., positive values of ݕ-axis and 
immediately back to the other side again, thus 
unbalancing the defensive organization of the 
opponents. Hence, one can then observe that, while in 
the offensive phase, the lateral attacks are fundamental 
to overcome the defensive team (Lucchesi, 2001).  

Similarly to the teams’ centroid in the ݕ-axis, it can 
be verified a large positive correlation between both 
centroids (ݎ௦ ൌ  0.908) in the ݔ-axis (i.e., length of the 
field) confirming the tendency for the in-phase relation 
between both teams over time, since they try to 
maintain a defensive balance to protect their goal 
(Frencken et al., 2011). It is important to consider that 
the positive values in the graph are related to the 
defensive side of Team B and the negative values are 
related to the defensive side of Team A. Nevertheless, 
through Fig. 15 it is possible to verify that Team A 
defends maintaining a larger distance in relation to the 
opponent and, inversely, Team B allows a higher 
approximation of Team A. 

In the case where Team A is defending, the 
capability on maintaining a higher distance between 
teams’ centroids may suggest a smaller dispersion of 
Team A players or a higher dispersion of Team B 
players. This would represent a play style with less 
players involved in the offensive phase and, 
consequently, with higher dispersion in the ݔ-axis. 
Thus,  it  is possible to conclude that the centroid metric 
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Fig. 15: Centroid of teams A and B in the ݔ-axis 
 

 
Fig. 16: Stretch index of teams A and B in the ݔ-axis 
 
needs to be merged with an indicator that allows 
verifying the dispersion of players during the match. 
Therefore, the teams’ stretch index metric allows a 
dispersion notion in function their centroid.   

The dispersion of players according to the centroid 
can be understood as the collective behaviour of the 
team. Globally, the stretch index gives an average of 
8.611 ݉ for Team B and 8.229 ݉ for Team A, i.e., a 
higher stretch index confirms the hypothesis previously 
suggested about the strategy adopted by Team B. 
Indeed, Team B presents a higher dispersion, thus 
resulting in a collective strategy that explores the 
forward players without a higher level of collective 
involvement during the offensive process. The inverse 
can also be verified, i.e., the forward players do not 
closely participate in the defensive phase. Therefore, 
the stretch index metric provides an indication of 
whether a team is expanding or contracting at any 
instant (Bourbousson et al., 2010). Equally, the stretch 
index may be related to the surface area of a team. 
Through the Person correlation process, it is possible to 
prove a correlation between the play area of Team A 
and its stretch index (ݎ௉ ൌ 0.745), thus a medium 
effect.  The  same evidence is verified in the Team B  
(rp = 0.779). 

Considering Fig. 16, Team B has a higher play area 
(approximately 381 m2) comparing to the team A 
(approximately 370 m2 originated by the higher 
dispersion of players within the field with an average 
stretch index of 8.6 ݉, in comparison to Team A with 
an average stretch index of 8.2 m. Hence, the surface 

area can predict an increase of the possibilities of 
team’s behaviour. Nevertheless, the surface area cannot 
predict the real efficacy of the team. In fact, if one team 
presents a higher surface area it may suggest the 
opportunity that opponents may have to explore the 
middle and danger zones. Therefore, the collective 
efficacy may only be considered if the team is able to 
form real offensive and defensive triangulations. 
Considering that the game is a sum of offensive and 
defensive triangulations formed by each team, the 
effective play area developed in this study can allow a 
better understand about tactical and strategic behaviour 
of the team and, consequently, their collective efficacy.   

Based on the effective play area, it is possible to 
observe an inversion of each team’s areas (Fig. 17). 
Considering the effective play area, it is possible 
observe that Team A shows a higher efficacy in both 
offensive and defensive triangulations with a mean of 
256 m2 when compared to Team B that presents a mean 
of 241 m2. Additionally, the effective play area shows 
that the classical surface area do not corresponds to a 
superior efficiency of the team. 

Analysing  the  effective  play  area  over  time 
(Fig. 18), it is possible to observe permanent inverse 
cycles of teams. The quality of the opposition and the 
response provided by the opposing team can be 
reported as the rapport of strength that characterizes the 
football game (Gréhaigne et al., 2005). This rapport of 
strength   may   be   seen   as   the   relation between the 
effective areas of both teams. Thus, the Pearson’s 
correlation revealed a correlation between the  effective 
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Fig. 17: Play areas of the teams 
 
play areas of the teams (rp = -0.681), thus an inverse 
medium correlation. 

The inversion between both effective areas 
reported above can be originated by the constant 
opposition, i.e., in the offensive phase, the team’s 
amplitude should be higher in order to unbalance the 
opponent defensive strategy and, inversely, in the 
defensive phase, the dispersion between teammates 
should be reduced to conserve the number of effective 
triangles.    Nevertheless,    the    number    of   effective 

triangles does not ensure a higher covering area. For 
instance, if the team is in the offensive process (i.e., 
with ball possession) and do not have any opponents 
intercepting the triangulation formed by the defensive 
players and the goalkeeper, just this triangle 
substantially contributes for the covering area. 
Inversely, during the defensive phase (i.e., without ball 
possession) the effective triangles are only formed if the 
dispersion between three players does not exceed a 
perimeter of 18 m.  

To fulfil a meticulous analysis of the herein 
proposed online metrics, let us focus in the sequence 
that led to the goal of Team A. The graphical 
representation has some specificity that needs to be 
considered. The teams’ centroids are indicated in the 
middle of the circumferences. The size of this same 
circle proportionally varies based on teams’ stretch 
indexes. Team A players are represented by blue filled 
circles and Team B players by red filled circles. The 
ball is represented by a black filled circle. The effective 

 

 
Fig. 18: Effective area of play of team’s A and B 
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(f) 
 

 
(g) 

 
Fig. 19: Graphical representation of the goal scored by team A (blue circles) 
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Fig. 20: Tactical metrics during the play that result in goal 
 
areas of Team A and B are represented by the blue and 
red regions, respectively.  

The above graphical representation (Fig. 19) shows 
that it is possible to verify a progressive tendency of 
Team A to increase the effective area of play, as well as 
the number of effective triangles. Effectively, this 
tendency can be explained by the defensive unbalance 
of Team B originated by their stretch level in the field. 
Players A and B of the Team B do not participated 
closely on their teammates defensive process, 
originating an opportunity for the offensive process of 
Team A exploring both sides of the field and, after this 
oscillation, taking advantage of the defensive 
unbalance. The dispersion of the defensive players of 
Team B reduced the opportunities to create effective 
triangles giving an opportunity for Team A to score.   

The effective areas of play (Fig. 20) confirm the 
progressive improvement of Team A during the 
offensive attempt and, inversely, Team B shows a 
decrease of the effective area of play. These results 
originated an opportunity for Team A to concretize the 
offensive process and score. Considering the stretch 
index graph, it is possible to observe an instant where 
the level of dispersion is closer between the teams, with 
a stretch index of approximately 7 m for each team. 
This instant represents a danger unbalance for the 
defensive team, because it may be expected that 
defensive teams show lower stretch index levels in 
order to approximate the teammates, thus originating 
efficient triangles. This is observed in time = 3 sec, 
where a lower level of Team B stretch index (4.4 m) 
reduces the effective area of the opponent team (200 

m2) because the effective defensive triangles intercepts 
and void the offensive triangles. Equally, in the same 
second, it is possible to observe the same number of 
four effective triangles for each team, i.e., the capability 
to reduce the stretch index level in the defensive phase 
improves the opportunity to void the effective triangles 
of team with ball possession.   

Nevertheless, the increase of Team B stretch index 
originated by the dispersion of players A and B can be 
an explanation for the defensive unbalance observed in 
this specific case the third second. Additionally, the 
oscillation of the centroid taken by Team A may have 
contributed to the defensive unbalance of Team B and 
consequent efficacy of Team A during the offensive 
process, thus increasing their effective play area. It is 
important to consider that the stretch index of Team A 
does not substantially increases because the goal scored 
is achieved by an individual play from player C. In 
݁݉݅ݐ ൌ 8 sec, the same number of four effective 
triangles for both teams may be observed. Nevertheless, 
this specific case can be explained because the attacker 
players were in the middle of Team B triangles, thus 
reducing the capability to increase the number of 
offensive triangles. Thus, player C opted by an 
individual play to overtake the opposition and, after this 
process, the number of effective triangles of Team B 
reduced again due to their defensive unbalance. 
However, it is fundamental to emphasize that the 
individual process just happens after the efficacy of the 
collective behaviour, creating the opportunity to 
achieve the main goal. 
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CONCLUSION 
 

In this study, the main goal was to update and 
design novel tactical and strategic online metrics that 
would allow coaches and other staff improving their 
potentialities of intervention during the match. Through 
this study, it was possible to explain the pertinence of 
the team’s centroid, the team’s stretch index and the 
team’s effective play area as metrics that allow 
understanding the tactical collective behaviour of 
football teams. The team’s centroid confirms the 
pertinence to understand the collective position of 
teammates in the field showing the strong point of the 
team. The statistical analysis between the team’s 
centroid showed a higher level of positive and linear 
correlation. Considering the team’s stretch index, it is 
possible understand the level of teammate’s dispersion 
in relation to the centroid during the match 
complementing the centroid metrics. Finally, the team’s 
effective play area allows an optimal solution to analyse 
the strategic and tactical efficiency of the collective 
behaviour. The effective play area of teams are 
inversely related between them, i.e., in the offensive 
phase the team with ball possession generally have 
higher levels of triangulations and effective area and, 
inversely, without the ball possession the team in 
defensive phase reduces the number of effective area 
justified by the lower levels of dispersion. The herein 
analysed metrics complement each other and their 
online analysis can improve the opportunities to 
organize the team and provide relevant feedbacks for 
players so as to achieve higher levels of performance. 
As future research direction, the online tactical metrics 
will be used in 11-a-side professional football during a 
whole season. Additionally, it will be important to 
design new tactical post-match metrics providing 
complementary information to the coaches in relation to 
the team’s evolution. 
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