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Abstract: Gaussian and Sigmoid membership function are commonly used, both of which have well smoothness, 
clear physical meaning and have no zeros in their figures. In this paper, fuzzy density means clustering method 
based on data distance is put forward, by using this method, the initial cluster center is obtained objectively, which 
has avoided the cluster results falling into a local minimum, finally the parameters used for describe the membership 
function are got. Through simulation, the membership function of data EB_Da51 in petroleum drilling is 
determined, which solves the problem that the function is hard to be defined. 
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INTRODUCTION 
 

The phenomenon and things with uncertainty are 
widespread in the nature and human society. In the 
carrier of human thinking and understanding, how to 
express and deal with the uncertainty is a hot-spot and 
key point in the research of nature science, which is 
also  a  blockage  (Li  et  al., 1995, 2011; Li, 2000; Lu 
et al., 2008; Luo et al., 2007) at the same time. In 1965, 
Doctor Zadeh published a seminal paper on fuzzy set 
(Zadeh, 1965) and put forward a method using 
membership to signify the uncertainty. The main forms 
of membership function are piecewise linear and 
nonlinear (Zheng et al., 2011). 

Until now, method for determining the membership 
function (Liu and Yuan-Dong, 2011) has not been 
fundamentally resolved, but in practice, it is unreliable 
to determine the membership value subjectively, if 
using the statistical method, it not only costs too much, 
but also cannot be achieved sometimes. Fuzzy 
clustering method is the base of many classification 
problems and system modeling, the purpose of fuzzy 
clustering is to extract the inherent characteristics from 
a large number, to obtain the compact representation of 
the system behavior. Up to present, fuzzy clustering has 

been used in the field of picture transmission, voice 
recognition and data mining (Ni et al., 2005; Zhou and 
Zhou, 2000; Ma and Tang, 2003; Zheng et al., 2011; 
Zhou et al., 2007; Yu and Yu, 2010; Nasibov and 
Ulutagay, 2009). Bezdek proposed a Fuzzy C-mean 
Clustering method, which can classify a data point into 
a cluster degree, in a word, it is a more mature method, 
but the cluster result deeply depends on initial cluster 
center randomly generated (Pedrycz and Reformat, 
2005; Liu et al., 2009; Wang et al., 2012; Liu and 
Xiaoqing, 2012). In this paper, a fuzzy density-mean 
clustering method based on data distance is proposed, 
which is simple and easy to spread, by using this 
method, nonlinear membership function of variable of 
total volume in petroleum drilling (Zhao et al., 2009; 
Fred, 2005; Li et al., 2009) is determined. 

 
NONLINEAR MEMBERSHIP FUNCTION 

 
There are several nonlinear membership functions, 

such as Gaussian, Sigmoid, S and Parabola. 
Membership function of Gaussian and Sigmoid have 
well smoothness, that is to say, the figure of them have 
clear physical meaning and no zeros, which are 
commonly  used  in the research work. In this paper, the  
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Fig. 1: Gaussian membership function 
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(b) b<0 
 

Fig. 2: Sigmoid membership function 
 

determination of Gaussian and Sigmoid is mainly 
studied. 

The expression of Gaussian membership function 
is shown as Eq. (1), which is suitable for a membership 
function with intermediate language value and the main 
parameters are function center a and width of curve σ, 
such as Fig. 1: 
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The expression of sigmoid membership function is 

shown as Eq. (2), which is suitable for a membership 
function with bipolar language value. The equation is 
determined by b and c, if b is positive, the curve of it 
opens to right, but if b is negative, the curve opens to 
left, such as Fig. 2: 
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FUZZY DENSITY MEANS  
CLUSTERING METHOD 

 
In this paper, a fuzzy density means clustering 

method based on data distance is proposed. In this 

paper, first according to data distance, the initial cluster 
centers are obtained, then on the basis of value function 
and error function, the cluster center is corrected, last, 
membership degree of the cluster center and data is 
determined, which has avoided the cluster results 
falling into a local minimum. 

For data X = {x1, x2, …, xn}ؿ R, the process of 
fuzzy density means clustering method is shown as 
follows: 
 
Step 1: Set threshold α of the smallest distances 

between classes, fuzzy index m and number of 
the cluster center q 

Step 2:  Calculate the distance of two arbitrary data: 
 

1i i iD x x+= −                                                           (3) 
 

Definite the most nearest data as a cluster and 
select the middle point of the two data as the first initial 
cluster data wK(l), K = 1 

 
Step 3: Delete the field whose center is wK(l) and 

radius is α from the data set and calculate the 
distance of the last data, then definite the 
nearest data as a cluster and select the middle 
point of the two data as the first initial cluster 
data wK(l) 

Step 4: Repeat step 3 until the cluster center q is 
obtained and define the cluster center as the 
initial center WK(l), l = 1, k = 1, 2,…, q 

Step 5: Calculate the membership degree uik of xi to 
wk(l): 
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Step 6: Adjust the cluster center: 
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Step 7: Calculate the value function j(l) and 

calculation error δ: 
 

∑∑
=

−=
q

k

n

i
ki

m
ik lwxulJ

1

2)()(                                   (6) 

 
)()1( lJlJ −+=δ                                                   (7) 

 
If δ<Emax, stop the iteration and export the cluster 

result, if not, set l = l + 1 and return to step 5. 



 
 

Res. J. Appl. Sci. Eng. Technol., 5(8): 2527-2530, 2013 
 

2529 

In the above method, α is a threshold of the 
smallest distance between the clusters, which represents 
the dense radius of the data and is determined on the 
basis of the data distribution? In practical analysis, as 
long as the cluster center q is determined, α has no 
effect on the cluster result, but if α is too large, the 
number of the cluster center obtained is smaller than q. 
The determination of fuzzy index m is a little complex, 
according to the practical analysis, the cluster result is 
not sensitive to variation of m and generally, the best 
selection interval of m is (1.5, 2.5), but for convenience 
m = 2. 
 

SIMULATION RESULTS 
 

By using fuzzy density means clustering method, 
the cluster center and the membership degree to the 
center can be obtained, according to these parameters, 
the membership function can be determined. In this 
paper, the total volume data EB_Da51 from the 
petroleum  drilling (Wang et al., 2007, 2010) in Hubei 
province is selected and the membership function of 
variation of the volume are defined. Some data of 
EB_Da51 is shown in Fig. 3, in which the ordinate 
represents the total volume with unit m3. 

On the basis of the initial cluster center q obtained 
by the fuzzy density means clustering method, the 
classified center and the membership degree of data, the 
concrete processes of determining the membership 
function are shown as follows: 
 
Step 1: Unify universe of the data and determine the 

number of the linguistic value. In this paper, 
membership function of variation of the total 
volume in petroleum drilling is searched, then 
data EB_Da51 is mapped to a unified universe 
space and there are four linguistic values: 
none,  small, middle and large. That is to say, 
q = 4, 1൑ ݇ ൑  .ݍ

Step 2: By using the fuzzy density means clustering 
method, the cluster center wk and membership 
degree uik to wk are determined. Seen from 
Fig. 4, the middle linguistic value basically 
obeys to the normal distribution, which can be 
represented by Gaussian membership function, 
but there is an edge distortion in the bipolar 
values, luckily sigmoid membership function 
can avoid this distortion. 

Step 3: Universe of the middle linguistic value, such 
as Small and Middle in this paper, is 
approached to the curve of membership degree 
uik by Gaussian membership function, which is 
composed by the 500 samples, that is to say 
the objective function in Eq. (8) is made to be 
the smallest and the parameters are shown in 
Table 1: 

 
 
Fig. 3: Change of volume data EB_Da51 from the petroleum 

drilling 
 

 
 
Fig. 4: Membership degree of the change of the total volume 
 

 
 
Fig. 5: Membership function of data EB_Da51 
 
Table 1: Parameters of nonlinear membership function 
Linguistic 
value 

Function 
types Function models Parameters 
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Step 4: Universe of the bipolar linguistic value, such as 

None and Large in this paper, is approached to 
the curve of membership degree uik by Sigmoid 
membership function, which is composed by 
the 500 samples, that is to say that the objective 
function in Eq. (9) is made to be the smallest 
and the parameters are shown in Table 1: 
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Step 5: According to the parameters in Table 1, the 
membership function is shown as Fig. 5. 

 
CONCLUSION 

 
According to the case study, the fuzzy density 

means clustering method put forward in this paper has 
got objective effects, in this method; the initial cluster 
center is obtained by the distance of data, which can 
effectively avoid the clustering results falling into a 
local minimum. By using this method, the Gaussian and 
Sigmoid membership function of variation of total 
volume in petroleum drilling is determined, which 
solves the problem that nonlinear membership function 
is hard to be obtained. 
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