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Abstract: This study address the problem of selecting the most informative images for multi-shot person re-
identification approaches. Actually, clustering algorithms have been one of the most proposed solutions. The 
objective of this study is to propose a suitable clustering method for most discriminative images selection in person 
re-identification. Clustering methods aim to divide huge data amount into groups depending on their characteristics, 
so that further data processing can be easier and more manageable. Actually, clustering is concerned in multiple 
fields such as document treatments, video summery and image processing. Person re-identification, a new area of 
research deeply investigated by the vision community, would be an interest application of the clustering algorithms. 
Person re-identification can be defined as the process of finding the identity of an unknown person who has already 
been observed in a camera view. Recently, re-identifying people over large public cameras networks has become a 
crucial task of great importance to ensure public security. Person Re-identification approaches can be either single 
shot, using one image to model a person’s appearance, or multiple shot, using many images to identify a person. 
Actually, the real person re-identification framework is a multi-shot scenario. However, redundant images remain a 
challenging problem because execution time and memory consumption are significantly affected. In this study, an 
extensive comparison of clustering algorithms of state of art associated to a person re-identification framework is 
studied. Specifically, we evaluate the impact of clustering algorithms in re-identification rates. A standard re-
identification framework is detailed and a synthesis of state of art methods comparison is conducted, using personal 
images and two standard datasets PRID_2011 and iLIDS-VID. Performing results are achieved in both person re-id 
rates (67.1% and 59.2%) and memory gain (92.7% and 97.8%) for Prid_2011 and iLIDS-VID datasets respectively. 
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INTRODUCTION 

 
Most public places are monitored by large cameras 

networks with non-overlapping fields of views, 
especially in the last few years, to tackle terrorist acts. 
The ultimate goal of any surveillance system is not to 
track and reacquire targets anymore, but to understand 
the scene and to determine whether a given person of 
interest has already been observed over a network of 
cameras. As the person appearance varies greatly due to 
variations in lighting conditions, orientations and poses, 
there is a need of recognizing a person rather than 
tracing his trajectory. This is what we call “person re-
identification”. Recently, the computer vision has 
largely  investigated  in  person   re-id field  (Karanam 
et al., 2016; Zheng et al., 2015). The overall scheme of 
a standard person re-identification (re-id) framework is 
detailed in Fig. 1. 

The case of a small network formed of 2 cameras is 
given in Fig. 1. Depending on the camera view, the re- 

identification process can be divided into 2 principal 
steps; on one hand, in camera 1, a person is detected, 
modeled and tracked. 

Of course, multiple detection algorithms have been 
proposed and great results have been achieved 
(Geronimo et al., 2010). The algorithm used in this 
study is the Histogram of Oriented Gradients (HOG) 
detector since it shows substantial gains over intensity 
based features detectors. Alternatively, the detected 
person is modeled using different features forming a 
discriminative descriptor. Person modeling is a 
dynamic field of research and plenty descriptors have 
been proposed (Heider et al., 2011). Actually, a 
descriptor is a set of spatial or textural features defined 
to identify visual person’s appearance. In this study, the 
covariance descriptor is used (Hirzer et al., 2011). The 
detected person, defined by his model vector {f}, is 
tracked, over frames, in camera 1. On the other hand, 
the presence of the yet detected person in a different 
camera view (camera 2) needs to re-identify him; that is  
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Fig. 1: Standard person re-identification framework 
 

 
 

(a)                 (b)                        (c)                          (d)                       (e) 
 
Fig. 2: Re-identification constraints; (a): miss-detection; (b): illumination variations; (c): viewpoint variations; (d): pose 

variations; and (e): occlusions 
 
to match his identity across the two cameras views 
despite the changes that may occur to his appearance.  

As mentioned, real re-id scenarios are multi-shot 
based process. So, multiple images of the same person 
are used to match his identity across different views. 
However, million images are captured for each target 
per day in uncontrolled conditions showing hard re-id 
constraints such as miss- detection, illumination 
variations, pose and viewpoints changes and occlusions 
presented in Fig. 2. Moreover, person’s tracking 
sequences (tracks) used to be monotone and redundant. 
Therefore, the selection of the images that would be 
used to model a person’s appearance is an inherently 
challenging task. That’s why, clustering algorithms 
have been proposed in person re-id process. 

The contribution of this clustering operation is two-
fold: 

• It captures only the relevant information 
• It keeps low the computational cost of the 

matching process, where the clustering results are 
used. 

 
In this study, a synthesis of clustering algorithms, 

frequently used in favor of re-identification, is detailed 
and deep evaluations are conducted to test the impact of 
the clustering algorithm in person re-id field.  
 

LITERATURE REVIEW 
 

Two different literatures are studied below. First, 
multi-shot person re-id related works are enumerated. 
Then, most proposed clustering algorithms for re-id 
goals are described.  
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Fig. 3: Embedding clustering module in person re-id framework  
 

Multi-shot person re-identification methods: Simply, 
person re-id is a similarity measure between different 
image descriptions. It is almost apparent that person re-
id contributions rely on either image descriptions or 
distance measure.  

Image descriptions based approaches differ by the 
visual features used to efficiently describe person’s 
appearance by overcoming re-id constraints such as; 
view points and illumination variations, person 
appearance changes, occlusions and scale zooms yet 
shown in Fig. 3. Actually, the most commonly used 
features are color and texture. Gray and Tao (2008) use 
8 color channels (RGB, HS and YCbCr) and 21 texture 
filters on the luminance channel and they succeed to 
overcome illumination variations problems. To 
overcome occlusions, person’s appearance is modeled 
by  a  set  of  region  covariance descriptors in Hirzer et 
al. (2011). To handle view variations, the symmetric 
property  of  the  human  body is exploited in Bazzani 
et al. (2013) and the SDALF (Symmetry Driven 
Accumulation of Local Features) is proposed. LAB 
color  histogram and SIFT features are extracted by Li 
et al. (2013), Chen et al. (2016) and Zhao et al. (2013a, 
2013b, 2014). Das et al. (2014) apply HSV histograms 
on the head, torso and legs from the silhouette. In Liu et 
al. (2014), the HSV histogram, gradient histogram and 
the LBP histogram are extracted for each local patch. 
Including the color and SILTP histograms in Liao et al. 
(2015), Liao et al. (2015) propose the Local Maximal 
Occurrence (LOMO) descriptor. A quad-tree feature  is  
introduced  in  Ayedi et al. (2012)  and   the multi-scale 

covariance descriptor (MS-Cov) is proposed to tackle 
scale zooming and occlusions in person re-id.  

Person re-id methods based on distance metrics 
learning have been largely studied (Yang and Jin, 
2006). KISSME, one of the most popular metric 
learning, formulates the similarity measure as a 
likelihood ratio test and the difference space is assumed 
to be a Gaussian distribution. In addition to the 
Mahalanobis distance, Chen et al. (2015) add a bilinear 
similarity to model cross-path similarities. Yang et al. 
(2016) treat the similarities and the differences between 
image pairs in metric learning showing that the 
covariance matrices of different pairs can be 
distinguished from those of the similar pairs. Support 
vector machine or boosting are also used as learning 
tools for re-id such as the structural SVM proposed by 
Liu et al. (2015) based on different color descriptors 
and the Adaboost of Gray and Tao (2008) that defines a 
single similarity function combining different simple 
features. 

For all the re-id methods mentioned above, the 
redundancy of images models is a common issue for 
both descriptor and metric learning based approaches. 
One of the proposed solutions is the use of PCA 
(Principal Component Analysis) in order to eliminate 
dimension  correlations  (Karanam et al., 2016; Zheng 
et al., 2015). Alternatively, clustering methods would 
be an efficient way to eliminate redundancy and to 
guaranty memory and execution time reduction for real 
person re-id systems. 
 
Clustering algorithms: The word “Data clustering” 
refers to the process of partitioning a set of data into a 
set of  meaningful sub classes called clusters (Aravind 
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et al., 2010). Data clustering has immense number of 
applications in every field of life. Depending on the 
spread of the data, different clustering algorithms have 
been proposed. Namely, K-Means (Kanungo et al., 
2002), K-Medoids (Park and Jun, 2009), the EM 
algorithm (Fraley and Raftery, 1998), different types of 
linkage methods, the mean-shift (Derpanis, 2005; 
Georgescu et al., 2003) algorithms that minimize some 
graph-cut criteria, Knn (Wong and Lane, 1981), fuzzy 
and grid based clustering (Lin et al., 2008; Chiang and 
Hao, 2003), etc. To the best of our knowledge, k-
means, knn and mean shift algorithms are the most used 
clustering methods in person’s tracking module (Fig. 1) 
embedded in the re-id framework (Yilmaz et al., 2006). 
Therefore, these algorithms are described below then, 
they are evaluated in terms of person re-id accuracy. 

The k-means algorithm (Kanungo et al., 2002) is 
an expectation maximization technique iteratively 
alternating membership calculation and centroids 
adjustment. The heuristic initial step, for the proposed 
approach, allows the k-means algorithm to start from 
reasonable initial values, thus the local optima prove to 
be adequate solution in general. However, this 
algorithm remains notoriously sensitive to the initial 
choice of parameters as the number of clusters ‘k’ must 
be fixed in advance while in person re-identification 
neither the number of targets nor the number of 
person’s appearance states cannot be estimated. 

The k nearest neighbor (knn) clustering (Wong and 
Lane, 1981) is a non-parametric method. It consists in 
finding a cluster that a tested sample belongs to, among 
the k closest training samples in the feature space. A 
sample is assigned to the most common cluster among 
its k nearest neighbors cluster, by a majority vote of its 
neighbors. Knn is among the simplest clustering 
algorithm but it needs a tedious learning phase.  

The mean shift algorithm (Derpanis, 2005), a 
simple but powerful tool of clustering literature, 
consists in shifting a point to the local center of mass 
around this point. It is an iterative gradient ascent 
method for finding local density maxima. It does not 
require prior knowledge of the number of clusters and 
does not constrain the shape of the clusters too. The 
algorithm begins by placing a window around each 
point in the feature space and each window moves in 
the direction of a specified mean shift vector iteratively 
until convergence.  

Person re-id methods would give promising results 
associated to a clustering algorithm in order to enhance 
the matching results and eliminate redundant and 
monotonous data collected over tracking process. The 
proposed clustering algorithm embedded to re-id 
framework is described in the next section.  
 

PROPOSED APPROACH 
 

The study has been started since January 2014 in 
the Computer and Embedded Systems Laboratory, 
National School of Engineers of Sfax, Tunisia in the 

context of a project that aims to create a demonstrator 
for a camera IP for person re-identification. 

The person re-id based clustering method is 
defined in Fig. 3. A two round clustering process is 
proposed. The mean shift clustering is performed on 
two stages. On one hand, to take into account inter-
persons’ variations in order to avoid erroneous re-id 
between similar people, the mean shift clustering is 
applied to the huge amount of images collected over 
cameras network. On the other hand, to consider the 
intra-person variations and to avoid failed re-id, the 
mean shift is implemented in a second stage for the yet 
clustered images. Therefore, the selected images would 
be discriminative in terms of variations between 
different persons and informative in terms of variable 
appearances for each clustered person’s sequence. 
Consequently, an unknown person is re-identified by 
comparing the latter to most informative data collected 
over cameras network avoiding useless comparisons to 
noisy and redundant samples removed thanks to the 
clustering task.  

The overall re-id approach presented by Fig. 3 is 
formed of three main steps; first, the appearance is 
modeled by extracting the visual features, then, the first 
round clustering module is developed to distinguish 
different persons and avoid inter persons re-id errors. 
After that, features are again extracted from different 
clusters and a second round clustering is introduced to 
consider intra person variations. Finally, the matching 
step finds the most similar identity to the unknown 
probe by comparing the latter to all selected 
discriminative frames presented by the table in Fig. 3. 
Actually, the two rounds clustering leads to n different 
clusters presenting n different persons. For each cluster, 
mi clusters centers are selected. Consequently, both 
inter and intra persons variations are treated and re-id is 
granted in crowd places (big number of persons) and in 
real hard conditions (dynamic person’s appearance 
variations due to illumination variations, pose 
variations…). The different modules are detailed below.  
 
Feature extraction: The gallery set is modeled using 
the covariance descriptor (Hirzer et al., 2011). A (1x9) 
feature vector, defined in (1), is computed for each 
image and combined in a covariance matrix for each 
pixel localized at (x, y): 
 

݂ ൌ ሾ ܥ ܻ ݕ ݔ௕ܥ௥ ݉ܽ݃ ݃ܫ ݀ܽݎ௫ܫ௬ ሿ               (1) 
 
where,  
Y  = The luminance component 
Cr  = The red chrominance component 
Cb  = The blue chrominance component  
mag  = The magnitude  
grad  = The gradient using the norm of the first order 

derivatives in x and in y respectively Ix and Iy 
The performance of the use of this 
combination of features is experimentally 
proved in Agarwal et al. (2004).  
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Fig. 4: Second round clustering for person re-identification 
 
Clustering: For a gallery set formed of noisy, 
erroneous and redundant images that would be useless 
for re-id, to select and keep only informative frames 
seems to be a crucial task that must preprocess the 
matching phase in re-id framework. Different clustering 
algorithms are implemented and the impact on person 
re-id is highlighted and evaluated. The two levels 
clustering proposed for re-id is based on mean-shift 
algorithm. 

The proposed mean shift clustering algorithm 
performs efficiently for person re-id because it does not 
require prior knowledge of the number of clusters and 
does not constrain the shape of the clusters too. The 
algorithm begins by placing a window around each 
point in the feature space (Chen et al., 2016). Each 
window moves iteratively in the direction of the mean 
shift vector, which is computed as follows: 
 

௧ܻାଵ ൌ  ଵ
|ఏೖ|

∑ ሺݔ െ ఏഊא௧ሻ௫ݕ                              (2) 
 
where, yt is the window center at iteration t and θλ is the 
set of points in the hyper-sphere window of radius λ. It 
is also possible to use a kernel function to weight points 
according to how far they are from the window center. 
The windows eventually converge towards local density 
maxima yielding the cluster centroid. The points that 
converge to the same local maxima naturally fall into 
the same cluster. As such, the mean shift clustering 
algorithm avoids the issue of knowing the number of 
clusters at the price of introducing another bandwidth 
parameter λ. This parameter, however,  is  intuitive  and  

easy to tune regarding all possible inputs (Chen et al., 
2016). In this case, the radius of the hyper-sphere 
window λ is fixed as the average of experimental values 
tested for ten different scenarios for each image 
sequence. As just mentioned, the first round clustering 
aims to distinguish between different persons. 

Figure 4 describes the second stage clustering. For 
the case of one target, the set of the huge amount of 
images captured over tracking are gathered in a ‘gallery 
set’. The probe formed of an unknown person is 
matched to one of the element of the gallery. Thanks to 
the clustering, the gallery set of the treated target is 
refined. Consequently, comparison will be easier, faster 
and more efficient because a test person’s image is 
matched to clusters the treated target is refined. 
Consequently, comparison will be easier, faster and 
more efficient because a test person’s image is matched 
to clusters centers and not to the whole gallery images. 

Covariance matrices belong to the group of 
symmetric positive definite (SPD) matrices, which can 
be interpreted as points on Riemannian manifolds. As 
such, the underlying distance and similarity functions 
might not be accurately defined in Euclidean spaces 
(Hassen et al., 2015). So, a logarithm definition of a 
covariance matrix c is used (3): 
 

1

1

( 1)log( ) ( )
i

n
i

c c I
i

+∞

=

−
= −∑

                                        (3) 
 
where, In is an n*n identity matrix.  
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Table 1: Precision and recall for k-means, knn and mean-shift clustering for PRID_2011 and iLIDS-VID 

Datasets 

PRID_2011 
------------------------------------------------------------------ 

iLIDS-VID 
-------------------------------------------------------------------

Precision Recall Precision Recall 
K-means 80% 23% 62% 30% 
Knn 92.47% 100% 72% 25% 
Mean shift 95% 63% 90% 55% 
 
Table 2: Re-identification Rates for Prid_2011 and Ilids-VID datasets 
Datasets Prid_2011 iLIDS-VID 
K-means 55.2% 74.5% 
Knn 69.7% 82.3% 
Mean shift 92.7% 86% 
 
Table 3: Re-identification Rates and memory gain with and without Mean-shift clustering 

Datasets 

Prid_2011 
------------------------------------------------------------------- 

iLIDS-VID 
-------------------------------------------------------------------

With Mean-sfift Without Mean-sfift With Mean-sfift Without Mean-sfift 
Re-id rates  67.1% 84.3% 59.2% 76.9% 
Memory gain  92.7% 0% 97.8% 0% 
 

Therefore, frames are decomposed on patches or 
search window which the size depends on considering 
multi-scales or not. Covariance matrices of each patch 
are computed. The best matched patch of the target 
considered is picked by its minimum logarithm 
Euclidian distance compared to the target covariance 
matrix. This distance is computed by (4) between two 
covariance matrices A and B of two different frames 
respectively: 
 

ԡlog ܣ െ log  ԡ                                           (4)ܤ
 

The major contribution of this study is to cluster 
twice the gallery set elements in order to summarize 
person’s appearance variations through concise and few 
numbers of frames. The efficient clustering gives a set 
of representative images for each person eliminating the 
huge amount of frames resulting from tracking 
algorithm while keeping a unique and discriminative 
identity for each person. Only the centers of the clusters 
are kept in the gallery set. Hence, the memory 
consumption would be obviously reduced. To that end, 
a comparative study is conducted to highlight the 
performing impact of clustering algorithms on multi-
shot person re-id. 
 

RESULTS AND DISCUSSION 
 
Datasets: For experiments, we use multi-shot standard 
datasets PRID_2011 (Bak et al., 2010) and iLIDS-VID 
(Wang et al., 2014). These two datasets are very 
challenging due to clothing similarities among people, 
lighting and view point variations across camera views, 
cluttered background and occlusions. 
 
PRID2011 dataset: PRID2011 dataset is formed of 
images of 200 and 749 people captured by two cameras 
A and B respectively. Each person has 5 to 675 images 
available. This dataset is hard because it presents real 

images with noisy background and illumination 
variations.  
 
iLIDS-VID dataset: It presents different frames of 300 
people captured by two non-overlapped cameras in an 
airport arrival hall. It is a challenging dataset due to the 
huge amount of images per person with clothing 
similarities and both partial and total occlusions. 
 
Test design: The results of re-id rates and memory 
consumption are computed in Table 1 to 3 for 
respectively Prid_2011 and iLIDS-VID datasets for the 
three  basic  clustering  algorithms k-means (Kanungo 
et al., 2002), knn (Wong and Lane, 1981) and mean-
shift (Derpanis, 2005). Of course, the person re-
identification rates are not outperforming effective re-id 
literature results even with the embedded clustering but 
they remain close to the competing rates given by the 
most robust multi-shot person re-id methods. 
Nevertheless, the memory gain is significant thanks to 
the notable reduction of the data for matching. Thus, 
real world re-id scenarios could be efficiently treated. 
As argued in Ayedi et al. (2012), the suitable measure 
for evaluating clustering accuracy on a given test set is 
a recall-precision metric. Recall and precision are 
defined as follows: 
 

ܴ݈݈݁ܿܽ ሺ߬ሻ ൌ  ்௉ሺఛሻ
்௉ሺఛሻାிேሺఛሻ

                             (5) 
 
ሺ߬ሻ݊݋݅ݏ݅ܿ݁ݎܲ ൌ ்௉ሺఛሻ

்௉ሺఛሻାி௉ሺఛሻ
                                 (6) 

 
TP, FP and FN denote the sets of true positives, 

false positives and false negatives, respectively. There 
is a trade-off between precision and recall. Greater 
precision decreases recall and greater recall leads to 
decreased precision. 

Table 2 presents the re-identification rates achieved 
by  the  proposed  re-id framework  for  the  three  basic  
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Fig. 5: Examples of clusters center used for re-identification of 100 personal images 
 
clustering algorithm cases using both challenging 
datasets PRID_2011 and iLIDS-VID that are divided 
into random sets of probe and gallery to evaluate 
different re-id scenarios. The different parameters for 
the tested clustering algorithms (k, λ, θλ…) are fixed 
through empirical tests.  

Some samples of personal tracking sequences used 
to evaluate discriminative identities provided by mean-
shift clustering for three tracked targets are presented in 
Fig. 5. 

The memory gain in terms of the percentage of the 
used images in the galley independently of the 
computer memory and the re-id rates have been 
computed and presented in Table 3 in both cases of 
presence and absence of the mean-shift clustering. 

The above clustering evaluation proves the 
outperformance for mean-shift clustering compared to 
k-means and knn. The mean-shift clustering does not 
require a previous knowledge of the number of clusters 
which allows a best decomposition of appearances 
based on similarities and dissimilarities. Actually, to 
efficiently re-identify a person we should have a 
concise and brief description of his appearance. 
Consequently, to cluster a person’s images without a 
constraining number of clusters leads to keep 
discriminative images to model a person for re-id.  

First, the proposed clustering algorithm is tested in 
terms of its ability to cluster images. Table 1 shows that 
mean-shift achieves performing results of recall and 
precision in both multi-shot datasets. This can be 
explained by the unfixed number of clusters of persons 
unlike K-means. While knn is steel providing 
competing recall and precision results because of its 
non-parametric aspect but for person re-id this 
clustering algorithm will be avoided due to some 
reasons that will be explained below. 

Then, Table 2 summarizes the re-id rates of 
different randomly selected sequences of both datasets 
for the three tested clustering methods. The obtained 
results prove significant outperformance of mean-shift 
compared to k-means and knn. These results confirm 
the findings presented in Table 1 and the avoidance of 
the knn algorithm. Figure 5 shows the clusters centers 
of an example of 100 personal tested images forming 
the discriminative identity used in re-id. 

Finally, the major performance of the double round 
clustering proposed in the favor of person re-id is 
presented through Table 3. Although, the re-id rates 
without using clustering are steel the most performing, 
the proposed method’s results remain close and 
promising. While the consumed memory in the gallery 
is widely performing for the case of the clustering 
based re-id proposed in this study. In fact, without 
embedding clustering, a large memory is needed to save 
the huge amount of images collected over large cameras 
networks and their dense computed features. That is a 
0% memory gain in terms of used dataset because all 
the available data must be saved and trained i.e., 100% 
of the dataset is used. However, with embedding the 
mean-shift clustering task, the memory gain achieved is 
92.7% and 97.8% for prid-2011 and iLIDS-VID 
datasets respectively. This effective gain presents a 
major contribution for the multi-shot person re-id 
procedure. These results enhance temporal re-id and 
real time re-id may be achieved thanks to the clustering 
based re-id with some improvements in descriptor and 
matching modules of the multi-shot re-id. 

The obtained results are compared to some 
previous multi-shot person re-id works. Table 4 
presents person recognition rates at rank 1 for both 
prid-2011 and iLIDS-VID datasets. 
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Table 4: Comparison of the proposed method with state-of-the-art 
using recognition rate (%) at rank 1 

Method Prid-2011 iLIDS-VID
SDALF (Bazzani et al., 2013) 5.2% 5.1%
DVR (Wang et al., 2014) 28.9% 23.3%
DSVR (Wang et al., 2016) 40.0% 39.5%
Ours 60.9% 46.0%
 

For fair comparison with state of the art methods, 
using experimental set up as in Wang et al. (2014), we 
use only partial dataset in evaluation. We compare 
performance  of  our  approach with SDALF (Bazzani 
et al., 2013), supervised model learning approaches as 
Discriminative Video Ranking (Wang et al., 2014) 
(DVR) and Discriminative Selection in Video Ranking 
(Wang et al., 2016) (DSVR). The top recognition rates 
ranks of these approaches and our method are given in 
Table 4 for both Prid2011 and iLIDS-VID datasets. As 
shown in Table 1, the proposed method outperforms 
significantly the recent proposed state of the art 
methods. The person re-id based clustering proposed 
method is outperforming previous re-id works for both 
tested datasets. These results can be explained by the 
discriminative samples used for person identification in 
the gallery set thanks to the clustering step embedded in 
the re-id framework. 
 

CONCLUSION 
 

Person re-identification, has become an inherently 
task for extensive interest in the modern scientific 
community. In this study, an evaluation of different 
literature clustering is monitored to select the most 
discriminative images avoiding noisy, redundant and 
monotonous images in order to achieve both memory 
and execution time gain. The re-identification rates are 
computed using frequent clustering algorithms and the 
impact of these algorithms is highlighted. The paper 
highlights the automatic treatment of the huge data 
amount collected over large cameras networks while 
guarantying performing re-identification accuracy. 
Even though, the embedding of clustering leads to a 
successful multi-shot person re-identification system. 
The proposed approach will be deeply studied to reach 
more performing real-world results and further 
evaluations will be delivered in future works. 
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