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Abstract: Feature selection algorithms that are based on different single evaluation criterions for determining the 
subset of features shows varying result sets which lead to inconsistency in ranks. In contrary, Multiple Criteria 
Decision Making (MCDM) with Fuzzified Feature Selection methodology brings consistency in feature selection 
ranking with optimal features and improving the classification performance of credit risks. By adopting multiple 
evaluation criteria inconsistent ranks to Fuzzy Analytic Hierarchy Process (FAHP) for feature selection along with 
hybrid algorithm (K-Means clustering-Logistic Regression classification) results in enabling Consistent Ranking 
Feature Selection (CRFS) and significant improvement over classification performance measures. When the 
proposed methodology is used with two different credit risk data set from the UCI repository, the experimental 
results show that the optimal features with hybrid algorithm, indicating improvements in the performance of 
classification in credit risk prediction over the current existing techniques. 
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INTRODUCTION 

 
Existence of irrelevant features in a dataset, a data 

mining  model  performance tends to decrease (Jiliang 
et al., 2014). Feature selection algorithms aims to 
choose a small subset of the relevant features of the 
original dataset based on certain evaluation criterion, 
which leads to improved classification accuracy and 
reduce the computational complexity. To evaluate the 
quality of feature subsets, various evaluation measures 
are employed in feature selection algorithms. One of 
the feature selection algorithm ReliefF, distance 
evaluation measure is used to determine the features by 
means  of  distances  between  the  instances  (Yilmaz 
et al., 2012). Information evaluation measure is 
employed in many feature selection algorithms to find 
the information gain for the features (Koller and 
Sahami, 1996). The use of dependency measure in 
feature selection helps to determine the smaller subset 
sizes (Modrzejewski, 1993). But most of the feature 
selection algorithms in the literatures used single 
evaluation measures for selecting the subset of features 
which leads to inconsistency in ranking. To improve 
consistency in ranking, Multiple Criteria Decision 
Making Method (MCDM) provides a background to 
choose the best features on multiple criteria. Hence, a 
new Consistent Ranking Feature Selection (CRFS) is 
proposed which is based on multiple evaluation criteria 

(distance, dependency and information). Individual 
feature ranking is generated for each evaluation criteria. 
With the inconsistent ranked features on different single 
evaluation criteria, MCDM method (Fuzzy Analytic 
Hierarchy Process (FAHP)) (Van Laarhoven and 
Pedrcyz, 1983) are used to rank the features for 
consistency on multiple criteria. FAHP is an effective 
tool to handle the fuzziness of the data involved in 
deciding the alternatives from multiple criteria (Chan 
and Kumar, 2005).  

The resulting optimal feature subset obtained is 
applied to hybrid algorithm for credit risk assessment. 
In this step also, an effective approach is used to 
combine K-Means clustering- Logistic Regression 
classification for credit risk assessment (Beulah Jeba 
Jaya and Tamilselvi, 2015).  

The main objectives of this study are summarized 
as follows: 
 

• Propose a Consistent Ranking Feature Selection 
(CRFS) for optimal features 

• Use the effective hybrid algorithm with optimal 
features as input to increase the classification 
accuracy  

• Compare the experimental results with the two UCI 
repository credit risk datasets and validate the 
proposed method with the current existing 
techniques. 
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LITERATURE REVIEW 
 

Feature selection algorithms helps to better 

understand the insights of classification problem 

(Kohavi and Sommerfield, 1995). Previous researches 

in feature selection focus on independent criteria for 

selecting the feature subset. In filter or wrapper models 

of feature selection only independent criterion or single 

criteria is used (Liu and Yu, 2005). From the literatures, 

it is noticed that a feature subset determined using 

different evaluation criteria was different from the other 

(Dash and Liu, 1997). 

When multiple criteria are involved and compete 

with each other then Multiple Criteria Decision Making 

(MCDM) techniques can be implemented 

(Adomavicius and Kwon, 2007). Analytic Hierarchy 

Process is a powerful method for multiple criteria 

decision making problems and the method deals with a 

very uneven scale of decision (Sun, 2010). 

Implementing fuzzy values in uneven scale of decision 

produces more accurate result (Guner et al., 2005). 

Several Researchers employed Fuzzy theory with AHP 

to deal with the uncertainty (Buckley, 1985). 

Important evaluation criteria for feature selection 

such as information, dependency and distance were 

identified from the literature (Ben-Bassat, 1982) and 

used in this study. Ranking the features shows the 

importance of the individual feature (Ramaswami and 

Bhaskaran, 2009). Feature selection algorithms such as 

ReliefF (Robnik-Sikonja and Kononenko, 2003) which 

shows good performance for classification problems, 

symmetrical uncertainty (Senthamarai Kannan and 

Ramaraj, 2010) has proved to be the successful feature 

selector to remove redundant features, information gain 

(Novakovic, 2009) attribute evaluation were used to 

select the most significant features.  

Performance of classifiers was evaluated using 

important performance measures such as Overall 

accuracy, TP rate (Correctly classified good credits), 

TN rate (Correctly classified bad credits), F-Measure 

and Area under ROC for credit risk assessment and 

financial risk prediction (Yi et al., 2011; Beulah Jeba 

Jaya and Tamilselvi, 2014). To classify, Logistic 

Regression classifier was identified as a top classifier 

for financial risk prediction (Yi et al., 2011). 

From the literatures, it was also observed that by 

combining clustering and classification methods gives 

high classification accuracy (Zeng et al., 2003) and 

gives improved performance when compared to single 

classification approach (Khanbabaei and Alborzi, 

2013). 

However, as such there is no research work based 

on multiple evaluation criteria (distance, dependency 

and information) ranks combined FAHP process (Van 

Laarhoven and Pedrcyz, 1983) along with hybrid 

algorithm for improved consistent ranking feature 

selection and classification in credit risk assessment. 

PROPOSED WORK 

 
Considering the existing feature selection 

algorithm drawbacks in producing consistent feature 
subsets for different evaluation criteria, a new 
methodology is proposed to improve the consistency in 
ranking and classification which is based on multiple 
evaluation criteria ranks combined FAHP process (Van 
Laarhoven and Pedrcyz, 1983) for determining the 
optimal features. Then the resulting optimal features are 
applied to hybrid algorithm which combines K-Means 
Clustering and Logistic Regression classification 
(Beulah Jeba Jaya and Tamilselvi, 2015) for assessing 
the credit risks.  

The system architecture diagram for the proposed 
methodology is illustrated in Fig. 1 and the steps of the 
proposed methodology are as follows: 
 

• Rank the features for each dataset based on 
distance, dependency and information criteria. 

• Obtain pairwise comparison matrix based on the 
ranks for each criteria. 

• Apply triangular fuzzy number to pairwise 
comparison matrix for determining fuzzy 
preference weights on each criteria using FAHP 
process. 

• Compute overall fuzzy preference weights and 
greater overall fuzzy preference weights are ranked 
as high. 

• Ranked Non-zero overall fuzzy preference weights 
are taken as optimal features. 

• Using the optimal features as input, hybrid 
algorithm (K-Means-Logistic Regression) is 
applied to determine the improved performance 
measures for credit risk assessment. 

 
Consistent ranking feature selection: Consistent 
Ranking Feature Selection (CRFS) is based on multiple 
evaluation criteria (distance, dependency and 
information) ranks with combined FAHP process (Van 
Laarhoven and Pedrcyz, 1983). The evaluation criterion 
‘distance’ measures the distance between the instances 
that is closer to each other. The evaluation criterion 
‘dependency’ measures the strong dependence between 
the two features. The evaluation criterion ‘information’ 
measures the amount of information in common 
between two features. Generalised ranking algorithm 
for feature selection based on single evaluation criteria 
is described below: 
 

• Initialise with the starting instance of the dataset  

• Evaluate the objective function by maximizing the 
evaluation measure  

• Generate the random subset for evaluation from 
dataset 

• Evaluate the current subset by using evaluation 
measure such as information, dependency and 
distance 



 

 

Res. J. App. Sci. Eng. Technol., 11(12): 1397-1403, 2015 

 

1399 

 
 

Fig. 1: System architecture diagram 

 

• If the evaluation of current subset is maximized 
with the objective function then 
Feature subset = max (current subset) 

• Repeat until it reaches the threshold  

 

Based on the importance of generated ranks, 

pairwise comparison matrix is formed using Saaty scale 

of importance (Saaty, 1980). 

The steps for the computation of pairwise 

comparison matrix are as follows: 

 

• Saaty scale of importance = {��� =1-equal 

importance, 2, 4, 6, 8-intermediate, 5-strong 

importance, 7-very strong importance, 9-extreme 

importance} 

• Pair Comparison Matrix [ ] = {���} else if item i 

(row) is more important than item j (column) then 

the reciprocal of ���=1/���  is stored. 

 

Now the FAHP process is applied to pairwise 

comparison matrix. The procedure for FAHP process to 

produce the consistent ranking on multiple evaluation 

criteria are described in steps below: 

 

1. First, the Triangular Fuzzy Number (T_F_N) is 

formed by three parameters ������� = (lower, modal, 

upper) where lower is the lower bound, upper is the 

upper bound and modal is the modal value of the 

fuzzy number. Based on the modal value, the 

T_F_N is defined as (modal-δ, modal, modal+δ) 

and the inverse T_F_N is defined as (
�

	
����, 

modal, 
�

	
����) where the degree of fuzziness δ is 

considered as 1. The degree of fuzziness is more 

appropriate between 0.5 and 1 (Tang and Beynon, 

2005). 

2. Assign triangular fuzzy number to the pairwise 

comparison matrix to form a fuzzy comparison 

matrix (Chang, 1996) 

if Pair Comparison Matrix (i,j)> = 1 and i<>j 

{��������} = T_F_N  

Else 

{��� }����� = reciprocal of T_F_N 

3. Calculate Fuzzy Synthetic Vector (FSN) by fuzzy 

addition operations (Chang, 1996) 

FSV1[ ]=����� (� ���������� ,� ���������� , 

�  !!������� ) 

FSV2[ ]= ����� (
�

� "#$%&'()*+,'-.
,

�
� �#/0"'()*+,'-.

, 

�
� 122%&'()*+,'-.

) 

4. Calculate degree of possibility by the rule as  
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M2(lower2, modal2, upper2) ≥ M1(lower1, modal1, 

upper1) and defined as  

• Equal to ‘1’ if modal2≥modal1 

• Equal to ‘0’ if lower1≥upper2  

• otherwise (1ower1-upper2) / (modal2-upper2)-
(modal1-lower1) 

5. Calculate Fuzzy preference weights by choosing 
the minimum between the degree of possibility of 
fuzzy number and ‘m’ degree of possibility of 
fuzzy numbers (where i = 1, 2……,.m) 

6. Normalize the weights obtained in step 5. 
7. Repeat step 2 to 6 for each evaluation criteria 
8. Compute overall fuzzy preference weight     

9. [ ]=����� Wij * Wm 
10. Obtain non-zero ranked overall fuzzy preference 

weights as optimal feature set 

 

Hybrid algorithm: Using the optimal feature set, the 

performance measures are evaluated using effective 

hybrid algorithm (Beulah Jeba Jaya and Tamilselvi, 

2015) (K-Means clustering-Logistic Regression 

classification). K-Means is one of the popular algorithm 

for clustering (Jain, 2010). In this study, it is used to 

divide the dataset into two homogeneous clusters based 

on class labels using the ranked optimal features as 

input and the implementation details are shown below: 

 

1. Initialize K = Number of class labels in the dataset. 

2. Determine the centroid coordinate and update the 

cluster center. 

3. Calculate the Euclidean distance for all objects 

based on cluster center. 

4. Group the objects based on minimum Euclidean 

distance from step 3. 

5. Repeat step 3 and 4 until no changes in the cluster 

center. 

 

From the clustered dataset, Logistic Regression 

classifier is applied to determine the performance 

measures. Logistic Regression is a popular 

classification method used in many data mining 

applications (Liu et al., 2009) and identified as one of 

the top classifier in detecting the unidentified fraud 

cases (Yi et al., 2011). The implementation steps of the 

Logistic Regression classifier is given below: 

 

• Estimate the class probability (Y) which lies in the 
range between 0 and 1: 

 

3 =  1
�(�$5�$.0.�$606…..�$909) 

 

where, Wi is the weights and ai is the variable on 

dimensions i = 1, 2……k (no. of dimensions) 

• Choose the weights to maximize the log-likelihood 
function 
Maximize: 

;(1 − =�
>

���
) log(1 − !���[1|��� , �EE … … . , �FF])

+ =� log(1
− !���[1|��� , �EE … … . , �FF]) 

 

• If Y greater than 0.5 then choose class 1 else class 
0. 

 

EXPERIMENTAL RESULTS 

 
The proposed methodology is evaluated on two 

credit risk dataset from the UCI machine learning 
repository (Asuncion and Newman, 2007). The German 
credit dataset contains 1000 instances with 20 predictor 
attributes and 1 class attribute. 700 instances are good 
cases and 300 instances are bad cases. The Australian 
credit approval dataset contains 690 instances with 14 
predictor attributes and 1 class attribute. The 
experiment is evaluated according to the proposed 
methodology and implemented using MATLAB 
(Version 7.9) for FAHP process based on multiple 
evaluation criteria ranks and WEKA 3.7 (Witten et al., 
1999) to rank the features on different evaluation 
criteria and classification of credit risks.  

Using ReliefFAttributeEval (Kira and Rendell, 
1992), Symmetrical Uncert Attributet Eval (Yu and 
Liu, 2003) and Info Gain Attribute Eval feature 
selection algorithms within WEKA, multiple evaluation 
criteria ranks are generated. The result in Table 1 shows 
that there are inconsistencies in the ranks used by 
different algorithms and measures for German credit 
dataset. Similar inconsistencies in the ranks are 
observed with the Australian credit approval dataset 
(data not shown). The ranks in Table 1 are based on the 
ordering of the attributes in the German credit dataset. 
The attributes of German credit dataset are as follows: 
checking_status, duration, credit_history, purpose, 
credit_amount, savings_status, employment, 
installment_commitment, personal_status, 
other_parties, residence_since, property_magnitude, 
age, other_payment_plans, housing, existing_credits, 
job, num_dependents, own_telephone, foreign_worker. 

Inconsistent multiple evaluation criteria ranks are 

applied to FAHP process. The pairwise comparison 

matrix (Saaty, 1980) is formed based on the ranks for 

each criterion and given as input to FAHP process to 

determine the fuzzy comparison matrix for different 

evaluation criteria and the overall fuzzy preference 

weights. The overall fuzzy preference weights and the 

ranked features in non-increasing order for the German 

credit dataset are shown in Table 2. Non-zero fuzzy 

preference weights for the features obtained are taken 

as optimal features. 

Using these optimal features, hybrid algorithm 

(Beulah Jeba Jaya and Tamilselvi, 2015) is applied to 

evaluate the important identified performance measures 

(Beulah Jeba Jaya and Tamilselvi, 2014) for credit risk 

assessment.  
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Table 1: Inconsistent ranking on different evaluation criteria  

Criteria Ranks 

 Distance 1 3 4 6 7 9 12 8 19 2 14 10 13 18 17 11 5 16 15 20 

Dependency 1 3 2 5 6 13 4 15 12 20 14 7 10 9 17 19 18 8 11 16 

Information 1 3 2 6 4 5 12 7 15 13 14 9 20 10 17 19 18 8 11 16 

 

Table 2: Overall fuzzy preference weights and the ranks 

Criteria/German credit attributes Distance Dependency Information Overall weights Overall rank 

 0.076912 0.356325 0.566762   
Checking_status 0.1674 0.1698 0.1698 0.1696 1 

Duration 0 0.1698 0.1698 0.1567 3 
Credit_history 0.1674 0.1698 0.1698 0.1696 2 

Purpose 0.1674 0.0500 0.1135 0.0950 6 

Credit_amount 0 0.1135 0.1135 0.1048 5 
Savings_status 0.1125 0.1135 0.1135 0.1134 4 

Employment 0.1125 0 0.0500 0.0370 10 

Installment_commitment 0.0534 0 0 0.0041 12 
Personal_status 0.1125 0 0 0.0087 11 

Other_parties 0 0 0 0 14 

Residence_since 0 0 0 0 15 
Property_magnitude 0.0534 0.0500 0.0500 0.0503 7 

Age 0 0.1135 0 0.0405 9 

Other_payment_plans 0 0 0 0 16 
Housing 0 0.0500 0.0500 0.0462 8 

Existing_credits 0 0 0 0 17 

Job 0 0 0 0 18 
Num_dependents 0 0 0 0 19 

Own_telephone 0.0534 0 0 0.0041 13 

Foreign_worker 0 0 0 0 20 

 

 
 

Fig. 2: Comparison-existing vs proposed methodology (Performance measures of German credit dataset) 

 

Performance analysis: In this study, various 

comparative analysis has been done to show the 

improved results of proposed methodology for credit 

risk assessment. Fig. 2 shows the graphical comparison 

of performance measures between existing techniques 

and proposed methodology for German credit dataset. 

From Fig. 2 it is observed that the performance scores 

have shown significant improvement when proposed 

methodology is implemented. The proposed 

methodology (CRFS and hybrid algorithm) gives 

98.6% overall accuracy, 99.2% TP rate, 98.0% TN rate, 

98.1% F-Measure, 99.8% area under ROC which is 

0.5% higher in overall accuracy, 1.1% higher in TP 

rate, equal with TN rate, 0.7% higher in F-Measure and 

0.4% higher in area under ROC when compared with 

all features and hybrid algorithm (Beulah Jeba Jaya and 

Tamilselvi, 2015) and 23.4% higher in overall 

accuracy, 12.8% higher in TP rate, 49% with TN rate, 

43.9% higher in F-Measure, 21.3% higher in Area 

under ROC when compared with all features and 

Logistic Regression classification.  

Similarly, the comparative analysis of performance 

measures between existing techniques and proposed 

methodology for Australian credit approval dataset is 

shown in Fig. 3. It is observed that the performance 

scores are also greatly improved when proposed 
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Fig. 3: Comparison-existing vs proposed methodology (Performance measures of Australian credit approval dataset) 

 
Table 3: Performance measures improvement (CRFS + Hybrid algorithm Vs All features + Hybrid algorithm) with respect to dataset  

Dataset Overall accuracy TP rate TN rate F-Measure Area under ROC 

German credit 0.5% 1.1% 0% 0.7% 0.4% 

Australian credit approval 0.3% 0.3% 0.3% 0.2% 0% 

 
methodology is implemented with Australian credit 
approval dataset. The combination of CRFS and hybrid 
algorithm have shown 98.3% overall accuracy, 98.4% 
TP rate, 98.2% TN rate, 98.4% F-Measure, 99.4% area 
under ROC which is higher by 0.3% in overall 
accuracy, TP rate, TN rate, 0.2% higher in F-Measure 
and equal with area under ROC when compared with 
all features and hybrid algorithm (Beulah Jeba Jaya and 
Tamilselvi, 2015). The proposed methodology is also 
compared with all features and Logistic Regression 
classification and observed that it is 12.9% higher in 
overall accuracy, 11.8% higher in TP rate, 13.9% with 
TN rate and 11.9% higher in F-Measure and 8.8% 
higher in area under ROC.  

The improvement of performance measures by the 
proposed methodology Vs all features and hybrid 
algorithm (Beulah Jeba Jaya and Tamilselvi, 2015) with 
respect to two different datasets are discussed in Table 
3. 

Based on the above results, the proposed 
methodology for credit risk assessment provides better 
performance scores than existing technique. Thus, 
consistent ranking feature selection along with hybrid 
algorithm shows a significant role in improving the 
credit risk assessment. 
 

CONCLUSION 
 

Existing feature selection algorithms 
gives different reduced dataset for different single 
evaluation criteria. To improve consistency, consistent 
ranking with FAHP process applied to determine the 
optimal feature set. In addition, hybrid algorithm is also 
used in this study (Beulah Jeba Jaya and Tamilselvi, 
2015) to improve the classification performance 
measures. The proposed methodology is implemented 

and compared with the existing techniques using two 
different datasets from UCI repository and obtained 
consistent ranking using multi-criteria decision making 
with significant improvement in performance measures 
such as overall accuracy by 0.5%, TP rate by 1.1%, 
equal with TN rate, F-Measure by 0.7% and Area under 
ROC by 0.4% using German credit dataset. For 
Australian credit approval dataset, the performance 
measures are improved with the proposed methodology 
by 0.3% in overall accuracy, TP rate, TN rate, 0.2 % in 
F-Measure and equal with area under ROC.As a future 
work, a fuzzy concept will be extended for clustering 
and classification to provide best feasible solution for 
credit risk assessment. 
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