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Abstract: Nowadays, databases are widely used over the world. The huge amount of data requires modern methods 
to make it useful meaning of information, clustering is one of the techniques that collects similar objects then put 
them in groups. Clustering is an approach appropriate for extracting useful meaning in large database. K-mean 
clustering is an algorithm characterized by simplicity and easy to implement and provides good results. However, it 
suffers from being trapped in local optimal solution. Some hybrid between two algorithms aims to combine the 
advantages of two algorithms to make optimization. In this thesis, we propose applying the same hybrid between k-
mean clustering and Differential Evolution (DE) called Clustering based Differential Evolution CDE, but in the 
proposed method, we use Genetic Algorithm (GA) instead of Differential Evolution to find a globally optimal 
solution. This proposed method called Clustering based on Genetic Algorithm for Global Optimization (CGAGO), 
then we compare between them. In addition, we use a parameter called cluster period to improve k-mean clustering, 
in terms of finding the global optimum. Moreover, we test eleven Benchmark functions to validate the proposed 
method. Experimental results show that the proposed method CGAGO is slightly better and effective than CDE. 
 
Keywords: Datamining, genetic algorithm, global optimization, k-mean clustering 

 
INTRODUCTION 

 
The global optimization problem can be defined as 

a pair of (S, F), where S≤R
D
 is a bounded set on R

D
 and 

F: S→R is a D- dimensional real valued function. The 

problem is to find a point X
*ϵ S such that f (X

*
) is a 

global minimum on S. So, it is required to find an X
*ϵ S 

such that Cai et al. (2011):  
 

∀� ∈ �: �(�∗) ≤ �(�).                                        (1) 
 

Global optimization problems are employed in 

many fields such as science, data mining, biology and 

engineering (Cai et al., 2011; Weise, 2009). Global 

optimization is the ability to find global optimal 

solutions in the search space, the disadvantage of the 

data mining algorithm is trapped in local optimal 

solution when the search space is very wide. Many 

researchers have tried to find for methods solving 

global optimization problems. 

Global optimization problems in data mining need 

to enhance clustering algorithm or to integrate it with 

another to get rid of being trapped in local optimal 

solution. In this thesis, we use k-mean clustering 

algorithm to make clustering of large data set because 

of its simplicity and ease of implementation, but it 

suffers from trapping in local optimal solution. Also, 

we use Genetic Algorithm (GA) which is a popular 

search algorithm that is able to find global optimal 

solutions (Goldberg, 1989). 

Genetic Algorithm (GA) can be defined as an 

algorithm that is belonging to the Evolutionary 

Algorithm (EA) which is inspired by biological 

evolution such as reproduction, mutation, 

recombination and selection. Further, it is a part of 

Artificial Intelligence (AI). We have selected (GA) 

since it is the most common search algorithm for 

optimization (Goldberg, 1989). 
In the previous researches, most of the researchers 

focused on optimizing the k-mean clustering algorithm 
for data mining, because of its simplicity, easy 
implementation and effectiveness. However, it suffers 
from trapping to local optimal solution (Elmasri and 
Navathe, 2010). The current researchers hope to 
optimize k-mean clustering to accomplish the global 
optimal solution. Optimization of k-mean clustering 
algorithm aims to find the optimal state of the problem 
exactly when databases are very large and this 
optimization helps the k-mean clustering make a search 
in the data to find the best solution compared to the 
local optimal search which used the data partially 
(Rusell and Norving, 2003; Smyth et al., 2001). 

 K-mean algorithm suffers from being trapped in 
local optimal solution (Sumathi and Sivanandam, 2006; 
Han and Kamber, 2011; Smyth et al., 2001). This local 
search is using a part of data to get the best of solution. 
Local optimal search uses a single current state and 
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generally moves only to neighbors of that state. This 
means that the k-mean algorithm finds a suboptimal 
solution (Rusell and Norving, 2003). 

The main contribution of this research is to develop 
one-step k-mean clustering to find the global optimal 
solution. We propose a method that depends on a 
hybrid GA based on the one-step k-means clustering 
algorithm called Clustering Based Genetic Algorithm 
for Global Optimization (CGAGO) and using a 
parameter that is called the cluster period (Cai et al., 
2011). This hybrid helps to prevent k-mean clustering 
from trapping to local optimal solution. 

 
LITERATURE REVIEW 

 
Jiang et al. (1997) proposed a method that depends 

on making optimization of Genetic Algorithm (GA) 
with Integer representation called (IGA). This method 
uses fitness scaling and proposed a new three selection 
operator, there are competition, self-reproduction and 
diversification. This IGA is used for the clustering 
problem. Rana et al. (2010) proposed a method that 
depends on combining Particle Swarm Optimization 
(PSO) and k-mean. K-mean suffering from being 
trapped to local optima, this reason occurs from initial 
points for k-mean. PSO suffers from its slow to reach 
the optimal solution, but it provides a global search. 
This proposed method uses sequential PSO. It helps k-
mean to find the optimal solution. KumarMeena et al. 
(2012) proposed a method that depends on combining 
between Genetic Algorithm (GA) and Discrete 
Differential Evolution (DDE) to overcome the local 
search of k-mean clustering algorithm. This proposed 
method can get the best cluster center. Performance 
Evolution shows that the proposed method can present 
best fitness value in fewer iterations. Finally, Cai et al. 
(2011) proposed a method that dependson combination 
k-mean and Differential Evolution (DE). When the k-
mean clustering produces k off spring's then the 
population updates the method using DE to update the 
population. This method is called clustering based 
Differential Evolution (CDE). It helps to discard local 
search and to reach global search. 

 
Hybrid k-mean clustering and genetic algorithm: In 
this section we will explain the proposed method that 
depends on combining k-mean clustering and genetic 
algorithms, this hybrid aims to combine the advantages 
of the two algorithms to get global optimization. 

The global optimal solution is the most important 
feature of a genetic algorithm and GA is the famous 
algorithm within searching algorithms. In this study, we 
propose a method called Clustering based on Genetic 
Algorithm for Global Optimization (CGAGO) as 
described in Fig. 1.  

The proposed method is based on the combination 
of k-mean clustering algorithm and GA using a 
parameter called clustering period (denotes by m) (Cai 
et al., 2011). We will explain the proposed method as 
follows: 

 
 
Fig. 1: Effect of NFFEs through 50 runs for (f03) 

 

The initial population P is randomly generated 

from the dataset, then we evaluate the fitness function 

for each individual in the population P, then we 

initialize the generation counter (t) to start from 1 (t = 

1). Then we use the GA and k-mean clustering if the 

halting criterion is not satisfied, in this algorithm we 

use the number of generations as a halting criterion, that 

means if the number of generations exceeds the specific 

number the algorithm is stopped, otherwise the 

algorithm does the following steps: 

 

• We use GA to update the population and to apply 

clustering based on GA using the Pseudo code of 

k-mean clustering presented in Fig. 2.  

In clustering, each chromosome is represented as a 

set of clusters, each cluster is represented as allele 

value and each gene represents an object. We 

noticed that each gene with the same allele value is 

in the same cluster.  

• We use a conditional statement that is based on the 

new parameter clustering period (m) and the 

number of generations that is if the number of 

generations (t) mod clustering period (m) equal 

zero we apply the following steps: 

o Generate the initial k clusters randomly, this 

random integer is between 2 and square numbers of 

the population (denotes by NP). We use initial k 

clusters randomly because no effect on the 

performance of the algorithm (Cai et al., 2011). 

o The next step is applying k-mean clustering 

algorithm as Fig. 3.  

o Choose K parents randomly from the population p 

and put them in the set (B). 

o Then combine set (A) and set (B) to choose the K 

best solutions and put them in a new set (
), then 

update the population P by (P/B), then combine to 

set (
) to become the update method as P = (P/B)

U 
. Then end if. 

o Later, use generations counter (t) = t+1, then restart 

the previous step. 
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Fig. 2: Pseudo code of k-means clustering algorithm 

 

 
 

Fig. 3: Pseudo code of genetic algorithm 

 

 
 

Fig. 4: Pseudo code of CGAGO 

Optimization in k-mean clustering to update the 

population of GA consists of four stages as follows: 

 

• Selection stage: Select k individuals from the 
population randomly (step 1 in the k-means 
clustering).  

• Generation stage: produce k-offspring (the set A) 

using k-means clustering (steps 2-4 k-mean 

clustering algorithm). 

• Replacement stage: Select k solutions (the set B) 

from population randomly for replacement. 

• Update stage: Combine AU B, select k best 

solutions and put them in the set 
, the change in P 

to become P = (P/B) U 
. As shown in Fig. 4. 

 

Clustering period: Clustering period is a condition for 

applying the k-mean clustering; when generation 

counter mod cluster period = 0 k-mean clustering 

begins working. In Fig. 4, we use a parameter called 

clustering period (m) (Cai et al., 2011). This parameter 

helps the GA to change the search space and clusters 

form periodically. This parameter works well if it has 

appropriate values. That is, this parameter works to 

change the search space to become more effective. 

Later we explain the performance evolution of this 

parameter. 

 

EXPERIMENTAL RESULTS  

AND EVOLUTION 

 

We will explain the experimental results and 

evolution of the proposed method. We will use two 

performance measures as follows: 

 

• Absolute mean error and standard deviation. 

• Average CPU time for each function. 

 

To explain the performance of the proposed 

method, we compare the proposed method with a 

previous research (developing clustering based on 

differential evolution) that deals with the same 

clustering problem (Cai et al., 2011). 

 

System specification: The research test was 

implemented on 2.4 GHz computer core i3, with 4 GB 

RAM, on Windows 7. We use in this research C# 

language for implementation. 

 

Data collection: In this research, we use the dataset 

from UCI repository ((http://archive.ics.uci.edu/ml/) for 

data miming to test the proposed method (UCI, 2014). 

 

Performance measurement: Four performance 

measures are selected from (Cai et al., 2011) to test the 

performance of the algorithm. These measures are 

characterized as follows: 
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Error: The error of solution X is evaluated as f(x)-
f(x

*
), where X* is a global optimum of the function. 

The minimum error is recorded when reached to 50 
runs. We calculate the average of error values and 
standard deviation of error values. 
 
NFFES: The Number of Fitness Function Evaluation 
(NFFES). We use D*5000 where D is a number of 
decision variables (Cai et al., 2011). 
 
Number of Successful Runs (SR): The number of 
successful runs is recorded when the VTR is reached 
before the Max-NFFES condition terminates the test. 

Convergence graphs: The convergence graph explains 

the mean error performance of the total runs and the 

fitness number of total runs. 

 
Table 1: Parameter settings of proposed method 

Population size 100 

Scaling factor 0.5 

Crossover probability 0.9 

Mutation probability 0.05 

Value To Reach (VTR) VTR = 10-8 for all functions, except 

f07 = 10-2 

Max-NFFS D*5000, where D is a decision 

variable of function (Cai et al., 2011) 

  
Table 2: Benchmark test functions 

Number Test functions S D Optimal 
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Table 3: Comparisons between proposed method and CDE in mean absolute error and Std.dev and D = 30 (D*5000) for all experiments and 

average of time in seconds 

  

CGAGO 

------------------------------------------------------------ 

CDE 

----------------------------------------------------------------- 

Function test MaxNFFEs Mean  S.D. SR Time (s) Mean S.D. SR Time (sec) 

f01 150000 0.04 0.14 50 60.22 0 0 50 5.36 

f02 150000 2.17 2.64 50 80.22 2.80 2.78 50 30.37 

f03 150000 2.47 1.82 50 60.44 4.28 3.59 50 24.73 

f04 150000 0.02 0.04 50 73.00 0 0 50 15.61 

f05 150000 0 0 50 45.14 0 0 50 22.12 

f06 150000 0.06 0.06 50 55.45 0 0 50 23.11 

f07 150000 1.90 1.3 50 75.12 3.29 2.69 50 35.1 

f08 150000 0.5 0.41 50 60.52 1.16 0.69 50 33.31 

f09 150000 3.19 2.33 50 68.33 5.75 2.87 50 20.71 

f10 150000 0 0 50 45.00 0 0 50 30.31 

f11 150000 1.13 1.3 50 60.22 1.02 1.28 50 32.11 
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Parameters setting: In the proposed method CGAGO, 

there are four basic parameters; population size (NP), 

scaling factor (F), crossover probability (CR) and 

Mutation Probability (MR). In Cai et al. (2011) and Liu 

and Lampinen (2005) both researcher used the same 

parameters in their test, in Cai et al. (2011) the 

researcher tests the proposed method using the 

parameters; crossover probability, mutation probability, 

population size, Value To Reach (VTR) and MAX-

NFFEs to evaluate the mean error and standard 

deviation. In Cai et al. (2011) the researcher proposed a 

method to develop Clustering based Differential 

Evolution (CDE) and calculate the mean error and 

standard deviations, then apply the proposed method in 

high dimension and different clustering period. 

In this research, we use all parameters in Cai et al. 

(2011) and Liu and Lampinen (2005) with the same 

values. Table 1 Explains the parameter settings to test 

the proposed method. 

 

Fitness functions: The fitness function is the most 

important step because any optimization problem 

depends on the chosen the fitness function (Goldberg, 

1989). In this research, we use eleven functions with 

high dimensions to compare the CDE and proposed 

method CGAGO and to explain which method is most 

effective and obtain a good solution. We use eleven 

functions from Benchmark Test Functions to verify the 

performance of our approach (Cai et al., 2011). Table 2 

explains the functions that are used as fitness 

functions.These eleven functions are used in our 

experiments, where D is the number of variables, 

"optimal" is the minimum value of the function and 

S≤R
D
. We described all functions in Table 2. 

 

Comparisons between CGAGO and CDE: In this 

section, we present the performance evolution of the 

proposed method called CGAGO and CDE, which are 

used in developing clustering based differential 

evolution. Table 3 explains the comparison between 

CGAGO and CDE. 

We present the comparison accordingly to the 

Table 3 as follows: 

 

Mean error: From Table 3 we can notice that the 

performance evaluation shows that CGAGO is slightly 

better than CDE, where CGAGO records the lower 

mean error values than CDE. Also, From the Table 3, 

we can notice that f02, f03, f07, f08, f09 get the lower 

mean error that shows these functions are the most 

appropriate as a fitness function for CGAGO. 

 

Standard deviation of errors: From Table 3 we can 

notice that CGAGO is better than CDE in the five 

functions in variance between the fitness values; (f02, 

f03, f07, f08 f09). 

VTR (Value to Reach): We can get the VTR when 

computing the error, then compare the values with the 

specific value as the follows: 

 

VTR (i.e., f(x) - f(x*) <10
-8

) for all functions 
except (f07) = 10

-2 

 

CGAGO and CDE can reach the VTR for (f07, f02, 

f05, f10) before 50 runs, CGAGO can reach the VTR 

for (f09), CDE can reach the VTR for (f08) and 

CGAGO and CDE cannot reach VTR for (f03). 
 

MAX-NFFEs: From Table 3 we can notice that 

CGAGO and CDE reach to the MAX-NFFEs for (f05, 

f10), where MAX-NFFEs is extended to 150000, 

however CGAGO needs to NFFEs is less thanCDE. 

 
CPU time: We can notice that the CPU time of CDE is 

lower than theCPU time for CGAGO because the 

difference in the process cycle (selection, crossover, 

mutation) for CGAGO and CDE. CGAGO starts with 

selection, crossover, mutation, but CDE start with 

mutation, crossover, selection. Otherwise, CGAGO 
needs a parallel computing. 

 

Influence of population size: In general, any algorithm 

is   sensitive   for   the   choice   of the population size, 

because increasing the population size leads to increase 

the difference of possible solution and expanding of 
search space, so the probability to find the best 

movement of search decreases too much. The influence 

of population size for CGAGO and CDE are explained 

in Table 4 using the same parameters were mentioned. 

From the Table 4, we use two different population sizes 
(NP) to compare between CGAGO and CDE as the 

following: 

 

Population size (NP) = 50: For (NP) = 50, CGAGO is 

better than CDE in seven functions (f02, f03, f05, f07, 

f08, f09), however, for four functions (f01, f04, f06, 

f10) CDE is better than CGAGO.  

 

Population size (NP) = 200: For (NP) = 200, CGAGO 

is better than CDE in the five functions (f01, f02, f03, 

f05, f08). 

 
Table 4: Mean error for different population size 

 
NP = 50 
------------------------- 

NP = 200 
------------------------------ 

Function CGAGO CDE CGAGO CDE 

f01 1.28 1.15 3.13 3.87 
f02 1.32 1.75 3.86 4.22 
f03 1.71 2.11 4.15 4.78 
f04 1.15 1.05 4.45 3.75 
f05 1.77 1.82 4.91 5.39 
f06 1.43 1.29 3.23 2.81 
f07 1.33 2.47 3.89 3.21 
f08 2.3 2.67 4.34 5.25 

f09 2.25 2.81 4.71 4.12 

f10 2.37 2.31 4.82 3.57 
f11 2.22 2.87 5.25 4.75 
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Table 5: Mean error for different dimensionality 

 
D = 10 
---------------------------- 

D = 20 
-------------------------------- 

Function CGAGO CDE CGAGO CDE 

f01 4.38 4.75 2.95 2.05 
f02 6.75 5.06 2.55 2.89 
f03 5.34 5.72 3.22 3.12 
f04 4.85 4.76 2.65 2.44 
f05 1.23 2.45 1.12 1.87 
f06 3.71 3.55 2.88 3.31 
f07 4.17 4.28 1.55 1.69 
f08 3.35 2.49 2.27 3.81 
f09 4.35 5.65 2.71 3.31 
f10 3.51 4.21 2.11 3.71 
f11 6.31 6.25 3.72 2.91 

 
Table 6: Mean error for different clusters period 

Function m = 5 m = 15 m = 20 

f01 4.55 3.31 4.88 
f02 3.44 3.28 2.41 
f03 5.31 4.55 4.22 
f04 3.21 3.56 3.85 
f05 2.12 2.62 1.81 
f06 5.81 4.32 2.51 
f07 2.33 1.99 2.1 
f08 4.84 4.25 3.63 
f09 3.41 3.05 2.49 
f10 3.86 2.55 1.65 
f11 2.34 2.24 2.65 

 
We can notice from the previous results that 

CGAGO   can   give better results for a  large and small 

population size; we can conclude the results of CGAGO 

is the most appropriate for different population sizes. 
 
Scalability study: Any algorithm when we measure the 
important factors that affect in the performance, we can 
find the scalability measure is very important until we 
know how the algorithm works, when the problem 
dimensionality is changed. Table 5 shows (CGAGO) 
and (CDE) working in different dimensionality (D), D 
= 10 and D = 20 by recording the mean error. These 
changes in dimensionality affect Max-NFFES 
(D*5000). All results use the same parameters tested in 
above section. 
 

Effect of clustering period: In the proposed method 

(CGAGO), we add a new parameter called cluster 

period (denotes by m) (Damavandi and Safavi-Naeini, 

2005). This parameter makes a control to k-mean 

clustering to perform periodically. Table 6 explains the 

effect of this parameter in (CGAGO) using the same 

parameters. Table 6 modifies cluster period as m = 5, m 

= 15, m = 20 for the proposed method. We can see from 

Table 6 that (CGAGO) provides best results when 

(m≥15), where (m) make k-mean clustering to work 

efficiently. 

 
Convergence graphs: The convergence graphs show 
the errors and NFFEs of the 50 independent runs. We 
use f03 as an example to explain the effect of NFFEs 
through 50 independent runs and these figures show the 
effect of error through 50 independent runs for CGAGO 
and CDE for comparisons. From Fig. 1 and 5, we can 
notice that (CGAGO) needs less NFFEs than (CDE) for  

 
 

Fig. 5: Effect of errors through 50 runs for f (03) 
 

(f03), from the figure CDE gives absolute error for 

(f03) greater than (CGAGO) and (CDE) up to 

maximum absolute error in run number 3 and back to 

records the maximum absolute error in run number 30 

and 50, but (CGAGO) values converge with each. The 

two algorithms cannot reach to the VTR for (f03). 

 

CONCLUSION AND  

RECOMMENDATIONS 

 

Data mining helps to extract useful meaning from 

large databases using k-mean clustering algorithms. K-

mean suffers from trapped in local optimal solution, to 

solve this problem we need to make optimization to get 

a global optimal solution using a hybrid approach 

between Genetic Algorithm and k-mean clustering. 

Hybrid between k-mean clustering and genetic 

algorithms aims to make k-mean clustering more 

efficient and more effective. The proposed method 

CGAGO depends on combining k-mean clustering and 

genetic algorithms using a new parameter called 

clustering period. CGAGO had been applied in eleven 

Benchmark functions to test which function gives a 

good results using to dataset from UCI repository for 

data mining. After evaluating the performance of 

CGAGO we made another test to know the effect of the 

population size, the effect of a new parameter cluster 

period and compared the results with CDE. The 

experimental results indicated that CGAGO had 

reached the global optimal solution with less NFFE 

than CDE with a mean error and standard deviations in 

6 functions for (CGAGO) better than (CDE). 

In our future work, we can study the effect of using 

different schemes and can make many possible 

directions to optimize clustering such as the following: 

 

• We can apply some other clustering algorithm 

such as k-prototype. 

• We can apply particle swarm optimization as a 

hybrid with k-mean algorithm. 

• We can use different distance measures and 

compare which gives a good solution. 
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• We can use different crossover and mutation 
operators. 
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