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Abstract: In an E-learning environment users (learners/facilitators) have access to a large collection of learning
documents stored in various online databases. Retrieving the most relevant learning documents available on
database-driven websites is often difficult, as great amounts of textual content is involved. A peer learner may
require a general sketch of the digital document content available in the database in order to find out whether the
document information is useful for his/her search requirements. In this research study, we present a method for
generating tag clouds for E-learning documents as a value added service to peer learners. We propose a system
that generates the cluster summary of e-learning document and provides visual representation of these documents
stored in a database. Visualization of the content of the database can be helpful during the peer learners search
process and to reach their study goals, thus serving as a value-added service. The uniqueness of this method is that it
reveals the fundamental structure that provides the text document with certain semantics and is capable of retrieving
the most appropriate information. The relationship between the tags is obtained using the Multi Objective
Hierarchical Cluster (MOHC) technique. In this study, we tested our proposed method using different datasets and
present the tag clouds obtained by the computations for each dataset. The experimental results of tag cloud

generation for e-learning documents demonstrate the accuracy and effectiveness of our proposed approach.
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INTRODUCTION

In this study, we primarily focus on the problem of
information access in e-learning documents. Textual
attributes in databases contain useful information that is
not structured and hence sometimes the information
is not properly processed. This lack of structure
presents a disadvantage for users who can only
perform syntactic queries in the text as it leads to the
retrieval of inexact or wrong information (Campana
et al., 2009). In the last decade, the amount of digital
contents stored in database has increased
exponentially. In this scenario of information
explosion and several methods have been proposed to
present relevant information in a user-friendly manner.
For this reason, the concept of relevant information has
been studied from the viewpoint of its representation
(Harter, 1992) and user perception (Vakkari and
Hakala, 2000).

Machine learning algorithms are used to arrange
documents into meaningful categories that hold highly
related documents, which are distinct from the
documents of other groups (Manning et al., 2008). The
major problem of the clustering is identifying groups of
related objects in the data. The similarity between the

objects is calculated with the help of suitable similarity
function. The process of clustering can be very useful
in the text domain as well, where the objects to be
clustered are terms, paragraphs, etc. rather than entire
documents. Clustering has been particularly useful for
arranging documents to improve relevant information
retrieval when a user browses a large collection of
documents, particularly in the web environment
(Anick and Vaithyanathan, 1997; Cutting et al., 1993).
Hierarchical clustering algorithms have been studied
extensively in the literature (Jain and Dubes, 1998;
Kaufman and Rousseeuw, 1990) for records of
different kinds including multidimensional numerical
data, categorical data and text data. In recent years,
new techniques have been proposed to aid users in the
search, visualization and retrieval of useful
information. One of the standard approaches is based
on the creation of tag clouds. The tag clouds can be
arranged with different visual features, such as a tag
for the occurrence of each word, a global tag cloud
where the frequencies are organized over all items
and users, or a cloud that contains categories, with size
of the cloud indicating the number of subcategories.
Tag clouds can be used for basic user-centered tasks.
The internet holds a lot of information that is
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constantly updated. It is hard for the users to know the
recently added information of a particular database, or
sometimes even know how to create a suitable query.

A typical scenario is one where a learner who can
recognize the query he wants to perform is not
proficient to start it by himself. In this situation, it is
essential to provide the user with a set of query
suggestions that can help in the search process.
The tagging method solves this problem by
categorizing the document resources using tags
structured as a cloud. This tag cloud can be used to
recover the categorized information at a later time
(Rivadeneira et al., 2007). Thus, tag clouds can be
serve as appropriate tools for searching the content of a
database. Tag clouds fetch relevant information
through the visual representation of the most linked
tags (Hsieh ef al., 2009). Tag clouds help users whose
search terms are not clearly defined and enable users
to recognize the terms from a set of likely queries
represented by the tags (Hassan-Montero et al.,
2010). Tag clouds are useful tools that help users with
no previous experience related to document retrieval
systems (Leone et al., 2011). In (Kuo et al., 2007),
tag clouds that summarize the information retrieved
from a database were presented. This application
proposed provides results with tag clouds retrieved
from the user queries. Tag clouds help in the query
refinement process. In the same year (Watters, 2008),
the tool Cloud Mine was presented. These tools
perform several analyses of text content and help in
global searches. Tag cloud can be seen as a summary
visualization tool and we consider a keywords
extraction technique to build a summary. The quality of
extracting keywords depends on the keyword
extraction algorithm used and several methods have
been proposed (Kaur and Gupta, 2010). Approaches
based on co-occurrence (Matsuo and Ishizuka, 2004)
and machine learning algorithm with additional
semantic information (Hulth, 2003) has been widely
used for extracting keywords from a single document.
In (Xu et al., 2010) authors suggest using new word
features for the extraction of keyword and the
generation of headlines, by using Wikipedia for
understanding the background of a document.

An iterative approach for document keywords
extraction based on the relationship between different
subsystems (i.e., the relationship between topic
sentence and word) is presented in Wei (2012). In
(Kaptein, 2012) the authors explain an application in
which tag clouds are used to navigate Twitter search
results. This research summarizes tweets sets into word
clouds, which can be used to get an overall idea of the
contents of the tweets. An approach to summarize
selections of text within a document is presented in
Bohne et al. (2011). The authors proposed a solution
based on an extraction algorithm, regardless of
language or context. IWISE (Fung et al., 2009) is a
method depends on an integration of obtainable
reducing documents and technology for web
summarization. Multilabel document summarization
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has also been studied recently. Recent research on
multilabel summarization adopt various methods to
obtain results and innovative techniques to achieve
the best results (Tao ef al., 2008; Wang et al., 2008;
Wang et al., 2009).

Tag clouds have become very popular on the web.
They allow the representation of entire websites in a
compact way, through a set of tags whose size or color
indicates the frequency of use of terms (Viegas and
Wattenberg, 2008). Blake Shaw's visualization of the
Delicious tags is presented in Shaw (2005). One
popular application area for tag clouds is text
summarization (Burch et al., 2013; Feinberg, 2010;
Kuo et al., 2007). Here, tag clouds are used to give an
intuitive and visually appealing overview of a text by
depicting the words that occur more frequently.
Such summarization readily provides the wuser
information about the number and kind of topics
present in a body of text. Typically, this statistical
overview is achieved by positively correlating the font
size of the depicted tags with the word frequency.
When tag cloud visualization is used this way, the tags
are words from a text corpus. The steps for creating a
tag cloud include document loading into R, text corpus
handling, data preprocessing, metadata management,
creation of bag of words, the term-document matrices,
frequent term association and document tag cloud
visualization of peer learners document search. Our
research focuses on the generation of document tag
cloud visualization in R using an in-depth description
of the modern text mining platform offered by tm
package and word cloud (Feinerer, 2008).

METHODOLOGY

In this research, we propose a novel methodology
for the generation of tag clouds for e-learning
documents. The methodology is composed of the
following steps:

Design of the general architecture of the generation
process of the tag for e-learning documents.
Document preprocessing that includes data
cleaning from a syntactic point of view,
tokenization, stop word removal, white space
removal, stemming and lower case conversion.
Term-Document  matrix  construction,
frequency-inverse document frequency (tf-idf)
Calculation and frequent terms association
computation.

Construction of multiobjective hierarchical cluster
structure representation (MOHC) that facilitates
grouping of the documents using an unsupervised
learning method.

Generation of tag cloud for documents by taking
into account clustered data.

term



Res. J. Appl. Sci. Eng. Technol., 10(2): 206-213, 2015

e=-Laaming
Documents

_I\
—1

Document
preprocassing

Term
document
matrix
construction

Tag cloud
genaration

tag cloud 1

lag cloud 3

tag cloud 2

lag cloud n

tf-idf weight
computation

Parforming
MOHC

Fig. 1: General architecture of the generation of tag clouds for E-learning documents

General architecture of generation of tag clouds for
E-learning documents: The application developed
displays a condensed visualization of information
represented as tag clouds for e-learning documents
using the MOHC structure representation technique.
This visualization assists peer learners in retrieving
relevant documents. In this study, we present a new
method to build a set of tag clouds that combines
multiobjective hierarchical clustering task with the
tag visualization. The general architecture is
presented in Fig. 1. Give a document input dataset, a
number of steps are followed to get the visualization
of tags. The first step is the loading of the set of e-
Learning document for corpus creation. Document
preprocessing, metadata management and creation
of a bag of words form the second step. At this
stage, text cleaning techniques can be successfully
applied to the document, such as white space
removal, lower case conversion, stop words
removal, stemming according to the weight values
(tf-idf).The next important step is to construct a
multi  objective  hierarchical cluster structure
representation (MOHC) to group the documents.
The final step is generating tag clouds to visually
present the information obtained from the clustering
process.

E-learning: E-Learning is an innovative method that
complements the traditional learning system. E-
learning enables users to learn the subjects of their
choice at their own pace at anytime and anywhere. It
can include educational training and the delivery of
information and guidance from the facilitator. An
information retrieval system is an application that
stores and manages information on text documents.
The goal of information retrieval (IR) is to provide
users with those documents that will satisfy their
information need.
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Syntactic data preprocessing: The essential first step
in the text document mining process is data preparation
popularly known as syntactic preprocessing. Preceding
the start of text document analysis, this stage typically
includes the removal of nonessential characters such as
such as white space, conversion of text characters
lowercase and punctuation removal. This process is
called noisy character data removal.

Term document matrix construction: After
syntactic preprocessing, we proceed to construct the
term-document matrix associated with text
documents. This matrix is a simple vector having
frequencies of all terms occurring in the text
documents. In a term-document matrix, the rows
correspond to the terms in the collection and
columns correspond to documents. The term-
document matrix contains sparse and non sparse
values (zero or non-zero value).

TF-IDF (Term frequency-inverse document
frequency) computation: TF-IDF (Term frequency-
inverse document frequency) computation: Tf-Idf is
a computational statistic that indicates the
importance of a word in a document. In Information
retrieval, tf-idf is used as a weight calculating
factor. The higher frequencies of some words in the
corpus indicate that these words are more common
than the other words. Tf-idf term weighting
methods are used by several search engines to score
and rank retrieved documents based on relevance
during a search query from the learners. Tf-idf is
also used in various areas, including text document
classification and summarization.

Let D denote the collection of documents
(Corpus); t, d, ti and dj denote the term, document, i-th
term and j-th document respectively and ti,dj belongs to
D. The total occurrences of ti in dj are referred as the
term frequency.
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The idf (inverse document frequency) for a term ti
is calculated by:

idfi=log (|D|/|{d:t ed}||D|/|{d:t ed}|)

where |D| is the collection of documents in the text
corpus. |{d: t; € d}| is the number of documents in
which the term occurs. The expression to calculate tf-idf
is defined as tfij*idf] (Salton and McGill, 1986). A
larger weight term indicates that the term appears less
common in the collection of documents.

Multi Objective Hierarchical Cluster (MOHC):
Once a dataset preprocessing and tf-idf weight
computations are completed, then MOHC methods are
applied to cluster the e-learning documents. MOHC
used in machine learning algorithm shows the
relationship between the terms based on a top-down
approach. These clusters of terms are based on the
similarity of the documents. The initial step of the
hierarchical clustering approach is to create a new
pseudo document. Each iterative process step takes
next two nearest documents and merges them. These
steps repeated until one large cluster having the
original documents is formed. MOHC facilitates a tree-
based representation to show the relationship of all the
original documents visualized by tag cloud:

o Initialize sequence number m = 0 and initial
clustering level L (0) = 0.

Find the smallest dissimilar pair of clusters in the
present clustering, say a pair (a), (b), according to:

dis[(a),(b)] = min d[(i), ()]

where, the smallest is over all pairs of clusters in
the present clustering.

Increment the sequence number by one: m = m+1.
Merge clusters (a) and (b) into a single cluster to
form the next clustering m. The level of this
clustering is set by:

L(m) = d[(a),(b)]

Change the proximity matrix, Y, by removing the
rows and columns corresponding to clusters (a) and
(b) and adding a row and a column to the new
cluster. The proximity between the new cluster,
denoted (a,b) and old cluster (¢) is defined as:
dis[(c), (a,b)] = min dis[(c),(a)], dis[(c),(b)]

If all instances are in one cluster, stop the process.
Otherwise, go to step 2.

Generation of tag clouds for E-learning documents:
The term weight in the MOHC-structure is indicative
of the frequency of a term in the document cluster. We
generated a tag cloud for this document cluster created
using the term frequency. The generation of the tag
cloud is performed using an R package. The tag cloud
thus generated can be used by peer learners who query
the e-learning database.

In a linear normalization method, the weight termy
of a descriptor is mapped to a scale size 1 through freq,
where termp,;, and term,,,, are specifying the range of
presented weights. D;-display fontsize, f,.,-maximum
fontsize, term;-count, term,,;,-minimum count, termy,,-
maximum count.
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Fig. 2: MOHC cluster dendrogram
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EXPERIMENTS AND RESULTS

In this section we explain the method of generation
of different tag clouds obtained using our approach. In
this study, we show various tag clouds generated using
text on various topics. In our experiments, we used 20
news groups as dataset with documents on 4 topics -300
documents each on comp.os.ms.windows, computer.
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windows.x. The term document matrix was constructed.
The various preprocessing steps involved to create the
term-document matrix included white space removal,
stop word removal, stemming, as well as stripping and
removing sparse terms. Next, we performed tf-idf
weight computation.

This was followed by MOHC representation to
cluster the documents. Figure 2 shows the cluster
dendrogram and Fig. 3 shows the upper part of the
dendrogram. Figure 4 shows the MOHC cluster output.
From the computed clustered documents, tag clouds
were generated and these are shown in Fig. 5 to 8. The
use of MOHC- based tags helps to peer learners better
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Cluster 1 Cluster 2 Cluster 3 Cluster 4
No. of documents 8.00 261 462 469
% of Documents 0.670 21.8 38.5 39.1
Within cluster variance 16.12 335 23.4 27.5

understand the information because of the visualization
technique employed. The metric relies completely on
the distribution of topics in the text. Some topics may
be better suited for visual representation than others
because we have not adopted any conditional criteria.

Cluster analysis: The cluster summary is generated
based on the number of correctly classified documents
and cluster variance. The cluster variance gives the inter
gap between the documents in each cluster. If we
increase the number of clusters, the variance value is
decreased owing to the increase in the number of
correctly classified documents. Table 1 lists this
summary.
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CONCLUSIONS AND RECOMMENDATION

In this study, we have presented a method of e-
learning using tag cloud generation. The value-added
service system helps peer learners to retrieve the most
appropriate learning document by means of visual
effects. The new system is built following a modern
methodology to extract document tag clouds from
unstructured text documents using text mining
methods. The methodology involves several steps,
including document import, text document corpus
handling, data preprocessing and metadata
management, creation of bag of words, Term-
document matrix construction, tf-idf computation,
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multi-objective  hierarchical  cluster  structure
generation and finally visualization of e-learning
document tag cloud generation. This structure is
visualized in the form of various tag clouds that
represent the information of the key terms in the
document and that allows the peer learners querying to
successfully retrieve the most relevant e-learning
document. To test our research approach, we selected
datasets with documents dealing with various topics.
For the tag clouds obtained, we calculated several
metrics of coverage overlap and balance. As future
work, we are planning to modify the sampling model
using probabilistic latent feature extraction technique
for enabling the dynamic changes in the document
corpus and to avoid the sparsity. This work further can
be extended to incorporate the Map Reduce model of
parallel clustering of documents.
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