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Abstract: The machine learning approaches to text categorization proceed by teaching the system how to classify 
through labeled samples. In real application scenarios, the collection of training (labeled) samples to design a 
classifier is not always trivial due to the complexity and the cost which characterize the process. A possible solution 
to this issue can be found in the exploitation of the large number of unlabeled samples which are accessible at zero 
cost from the web. Active learning strives to reduce the required labeling effort while retaining the accuracy by 
intelligently selecting the samples to be labeled. This Study presents a novel active learning method for text 
classification that selects a batch of informative samples for manual labeling by an expert. The proposed method 
uses the posterior probability output of a multi-class SVM method. The experiments are performed with two well-
known datasets and the presented experimental results show that employing our active learning method can 
significantly reduce the need for labeled training data. 
 
Keywords: Active learning, pairwise coupling, pool-based active learning, support vector machine, text 

classification 

 
INTRODUCTION 

 
The Automated Categorization of Text documents 

(ATC) into topical categories has a long history. In the 
past, the most effective approach to the problem 
seemed to be that of having human experts manually 
building automatic classifiers, which is known as 
knowledge-engineering techniques (Sebastiani, 2002). 
In such techniques, the expert knowledge is encoded in 
a set of manually defined rules which is usually 
considered a time-consuming task.  

With the booming production and availability of 
online documents, there is a growing need for tools that 
automate the text management task, because the 
traditional techniques have become too expensive, or 
simply not feasible given the number of documents 
involved. 

In order to solve this problem, one can resort to 
machine learning approaches, which are mainly divided 
into three well-consolidated categories: supervised, 
unsupervised and semi-supervised approaches. Based 
on these approaches, several techniques have been 
developed for the different ATC steps, such as the naïve 
Bayes classifier (Balamurugan and Rajaram, 2009), 
Maximum Entropy classification model (Fragos et al., 
2014), support vector machines (Li and Chen, 2014), 
minimum variance measure (Mangai et al., 2012), k-
nearest neighbors (Basu and Murthy, 2014), neural 
networks (Wang and Wang, 2014) and generalized 

instance sets (Lam and Han, 2003; Shen and Jensen, 
2007).  

The machine learning approaches to text 
categorization are done by teaching the system how to 
classify through labeled samples, which is called 
supervised learning, while unsupervised learning uses 
unlabeled samples. In real application scenarios, 
collecting training samples to design a supervised 
classifier is not always trivial. Unfortunately, manually 
generating collections of labeled examples is typically 
time-consuming and expensive since it usually involves 
experts. Accordingly, sometimes this constrains the 
supervised learning to be carried out with small 
numbers of training samples. This leads to weak 
estimates of the classifier parameters and high 
classification error rates, particularly if the class 
distributions are overlapped. A possible solution to this 
issue can be found in the exploitation of the large 
number of unlabeled samples which are accessible at 
zero cost from the web. Indeed, statistical intuition 
suggests that it is reasonable to expect to get stronger 
classifier parameter estimates and thus to improve the 
classifier accuracy by combining labeled (training) and 
unlabeled samples. However, the question is how such 
combination can be performed? Methods dealing with 
this issue are divided into two categories: semi-
supervised and active learning methods. The main 
difference between the two methods is that semi-
supervised learning uses a small amount of labeled 
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samples to classify the unlabeled ones, which will be 
added with their predicted labels to the training set and 
the procedure of training is repeated again. By contrast, 
in active learning the learner is able to interactively 
query an "expert" to obtain the labels of some unlabeled 
samples. 

Active learning is well-motivated in many modern 

machine learning problems where data may be 

abundant but labels are rare or expensive to obtain. 

Among these problems we can find text categorization 

(Tong and Koller, 2002; Goudjil et al., 2013; Cai et al., 

2014), remote sensing image classification (Ding et al., 

2014; Persello and Bruzzone, 2014) and recommender 

systems (Elahi et al., 2014). Most active learning 

algorithms are conducted in an iterative fashion. In each 

iteration, the sample with the highest classification 

uncertainty is chosen for manual labeling and the 

classification model is retrained with the additional 

labeled samples. The two steps of training a 

classification model and soliciting a label are iterated 

many times.  

Most active learning approaches, however, have 

focused on selecting only one unlabeled instance at a 

time, while retraining the classifier on each iteration. 

When the training process is hard or time-consuming, 

this repeated retraining is inefficient. Furthermore, if a 

parallel labeling system is available, a single instance 

selection system can make wasteful use of the resource. 

Thus, a batch mode active learning strategy that selects 

multiple instances each time is more appropriate under 

these circumstances. In fact, a new batch mode active 

learning approach has been proposed. The problem with 

such an approach is that the selected samples should be 

informative to the classification model and at the same 

time it should be diverse enough such that information 

provided by different samples does not overlap. In 

general, the key in batch mode active learning is to 

ensure little redundancy among the selected samples 

such that each one provides unique information for 

model updating. 

In this Study, we propose a new active learning 

approach based upon SVM to classify text documents. 

Indeed, our novel approach uses a multi-class SVM 

method to make a decision about suitable samples to be 

labeled. 

 

LITERATURE REVIEW ON ACTIVE 

LEARNING 

 

Active learning (Settles, 2010) is a generic term 

describing a special, interactive and iterative learning 

process that can be used to build high performance 

classifiers with small amounts of labeled data. Unlike 

passive learning, where the learning algorithm is 

presented with a static set of labeled samples that are 

then used to construct a model, the active learning 

paradigm means that the learning algorithm has the 

possibility to choose the data from which it learns by 

selecting the samples which appear to be the most 

informative. Active learning is widely used in situations 

where there are vast amounts of unlabeled data 

available. 

 

The AL process: In general, an active learner can be 

represented by the following parameters (C, Q, S, T, U) 

(Li and Sethi, 2006), where:  

 

• C is a supervised classifier. 

• Q is a query function used to select the most 

informative unlabeled samples from a pool. 

• S is a supervisor who can assign the true class label 

to any unlabeled sample of U. 

• T is a labeled training set.  

• U is a pool of unlabeled samples.  

 

The first stage starts by training the classifier C on 
the labeled training set T and applies the classifier on 
the pool of unlabeled samples U. After that, a query 
function Q is used to select a set of samples-the most 
informative-from the pool U and a supervisor S is used 
to assign them the true class label. The Active Learner 
(AL) process is an iterative process, so the new labeled 
samples are included into the training set T and the 
classifier C is retrained using the updated training set. 
These operations of querying and retraining are 
repeated for some predefined iterations or until a stop 
criterion is satisfied (Demir et al., 2011).  

Algorithm 1 gives a description of a general AL 

process.  

 

Algorithm 1: AL procedure 

 

1. Select a set of unlabeled samples from the pool 

(small set of random samples), assign a class label 

to each sample. This set is initial training set T. 

2. Train the classifier C with the initial training set T 

constructed in the first step. 

 

Repeat: 

 

3. Query a set of samples from the pool U using 

query function Q. 

4. Assign a class label to each of the queried samples 

by the supervisor S.  

5. Add the new labeled samples to the training set T. 

6. Retrain the classifier. 

 

Until: The stopping criterion is satisfied. 

 

In general, there are some parameters that should 

be defined in an active learning process. For example, 

as we have seen in the initial stage, a small number of 

labeled samples and a large number of unlabeled ones 

are used. The problem here is about the size of each set. 
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How many labeled samples should we have in an initial 

training set T? And how many unlabeled samples 

should we have in an initial pool P? 
It’s known that T should be as small as possible, 

but not less than what the classifier needs to perform a 
good training. The pool U, as well, should contain as 
many samples as possible, but it should also represent 
all the classes. A good active learning algorithm should 
be insensitive to the number of unlabeled samples 
(Sassano, 2002); it should always achieve good 
performance without regard to the number of unlabeled 
samples. 
 

SUPPORT VECTOR MACHINE 

 
For simplicity, let us first consider a supervised 

binary classification problem (Ghoggali et al., 2009). 
Let us assume that the training set consists of N vectors 
xi ∈ℜ� (i = 1, 2, . . ., N) from the n-dimensional feature 
space X. For each vector xi, there is an associated target 
yi∈ {-1, +1}. The linear SVM classification approach 
consists in looking for a separation between the two 
classes in X by means of an opportune hyper-plane. In 
the nonlinear case, data are first mapped with a kernel 
method in a higher dimensional feature space, i.e.: Φ 

(X) ∈ℜ�′ (n’>n). The membership decision rule is 
based on the function sign [f (x)], where f (x) represents 
the discriminant function associated with the hyper-
plane in the transformed space and is defined as:  
 

F (x) = w.Φ (x) + b                                               (1) 

 
The optimal hyper-plane defined by the weight 

vector � = �∗ ∈ ℜ�′ and the bias � = �∗ ∈ ℜ  is the 
one that minimizes a cost function that expresses a 
combination of two criteria: margin maximization and 
empirical risk minimization. When adopting a one-
norm measure of the empirical errors, the SVM cost 
function is defined as:  
 

Ψ	�, ξ� =  

�
 ���� + c � ξ�

�
��                              (2) 

 

And is subject to the following functional margin 

constraints: 

 

��	�. Φ	x�� + b� ≥ 1 − �� ,      � = 1, 2, … , "       (3) 

  

With, 

 

�� ≥ 0,       � = 1, 2, … , "                                      (4) 
 

The ξi’s are the so-called slack variables 

introduced to account for non-separable data. The 

constant c represents a regularization parameter that 

allows control of the tradeoff between model 

complexity and empirical risk. Large values of c favor 

the empirical risk minimization, thus leading to 

complex decision boundaries and over-fitting problems. 

Conversely, small values push toward model simplicity 

and hence lead to under-fitting issues.  

The dual formulation of the aforementioned 

optimization problem is given by: 

 

max& � '�
(
�� − 

�
� '�')

(
�,)� ���)  *+,� , ,)-        (5) 

 

Under the constraints: 

 

'� ≥ 0  ./0  � = 1, 2, … , "                                   (6) 

 

� '�
(
�� �� = 0                                                      (7) 

 

where, α = [α1, α2, . . . , αN] is a vector of Lagrange 

multipliers. The final result is a discriminant function 

conveniently expressed as a function of the data in the 

original (lower) dimensional feature space X: 

 

.	,� =  � '�
∗

�12 ��   *	,� , ,� + � ∗                       (8) 

 

where K(·,·) is a kernel function. The set S is a subset 

of the indices {1, 2, ..., N} corresponding to the 

nonzero Lagrange multipliers αi’s which define the so-

called support vectors. The kernel K(·,·) must satisfy 

the condition stated in Mercer’s theorem so as to 

correspond to some type of inner product in the 

transformed (higher) dimensional feature space Φ (X). 

A typical example of such kernels is represented by the 

following Gaussian function: 

 

*	,� , ,� = 3,4	−5�,� − ,���                            (9) 

 

where, γ represents a parameter inversely proportional 

to the width of the Gaussian kernel. 

 

Using probability output: The theoretical advantages 

and the empirical success of support vector machines 

make them an attractive choice as a learning method to 

use with active learning. To this end, we need to use a 

probabilistic output for the classifier in the querying 

strategy to indicate which of the unlabeled samples are 

more suitable for labeling.  

Support vector machines are mainly used to solve 

binary classification problems (a classification problem 

with only two known classes). However, our problem is 

a multi-class problem (a classification problem with 

more than two classes). As binary problems are much 

easier to solve and due to some other complexities, 

using a single SVM to solve multi-class problems is 

usually avoided; a better approach consists of using a 

combination of multiple binary SVM classifiers for a 

multi-class classification problem. 

The extension of the SVM approach to multi-class 

classification problems can be done with different 

strategies, for which there are three well-known 

methods: 



 

 

Res. J. App. Sci. Eng. Technol., 10(12): 1363-1369, 2015 

 

1366 

• One-against-all method using winner-takes-all 

strategy  

• One-against-one method implemented by max-

wins voting  

• Error-correcting codes 

 
Hastie and Tibshirani (1998) proposed to use the 

binary SVM outputs to estimate the posterior 
probabilities   pi = Prob (ωi|x ); i = 1, ..., M by a 
particular method (because SVMs are discriminant 
classifiers and do not give out posterior probabilities 
naturally). Then they used these probabilities to 
implement a multi-class SVM classifier based on a 
good general strategy called pairwise coupling. The 
pairwise coupling strategy assigns the sample under 
consideration to the class with the largest pi (Duan and 
Keerthi, 2005). Ting-Fan et al. (2004) proposed two 
new pairwise coupling schemes for the estimation of 
class probabilities. Duan and Keerthi (2005) in their 
empirical study entitled “Which Is the Best Multiclass 
SVM Method?” recommended using one of the 
pairwise coupling schemes in Hastie and Tibshirani 
(1998) and Ting-Fan et al. (2004) as the best kernel 
discriminant method for solving multi-class problems 
(Duan and Keerthi, 2005).  

In the context of this Study, we have used 

LIBSVM supplied by Chang and Lin (2011) as SVM 

software based on the pairwise coupling schemes in 

Ting-Fan et al. (2004). 

 

PROPOSED ACTIVE LEARNING METHOD 

 
Support Vector Machines (SVMs) have become a 

popular learning algorithm, in particular for large and 
high-dimensional classification problems. SVMs give 
the most accurate classification results in a variety of 
applications (especially for text classification), which is 
why we focus on the SVM classifier.  

Instead of predicting the label, the classification 

probability can be used to develop an SVM-based 

active learning strategy. 

The proposed method benefits from this probability 

to define the most informative samples to be labeled. In 

fact, at the beginning, the SVM classifier is trained 

using an initial training set T of size ‘N1’ and this 

classifier is applied to a pool set U of size ‘N2’ to get 

probabilistic output for each unlabeled sample. The 

most informative samples to be selected are defined as 

the samples with probabilities that are lower than a 

threshold “tsh”. 

A supervisor S will be requested to assign a true 

class to these samples. Then, the newly labeled samples 

are added into the set T and the SVM classifier is 

retrained using the updated training set. This closed 

loop of selecting and retraining continues for each part 

of the pool. 

As we have seen before, each active learning 

process has some important parameters to be defined. 

In the proposed method, there are two parameters: the 

threshold ‘tsh’ and the initial training size ‘N1’. These 

two parameters are fixed in the initial phase of this 

Study and are used in the next phases. 

 
Initial phase: In this initial phase, the dataset is divided 
into three main parts defined as: 
 

• An initial training set Tr  

• Test samples Ts 

• A pool U of unlabeled samples subdivided into 

several parts (packets) with equal sizes 

 

The process of selecting samples from the pool is 

done by ranking each packet one time using the labeled 

samples selected from the previous packets and 

continues until all the packets of the pool are processed. 

The selection strategy is based upon the SVM posterior 

probability and a threshold tsh is used to define the 

informativeness measure for each unlabeled sample in 

the pool. To define a suitable threshold and the ideal 

size for the initial training set, the active learning 

process is iterated for several thresholds with different 

training set sizes and tested each time on a test set to 

evaluate the attained accuracy. It is clear here that the 

choice of the dataset used in this phase is very 

important. 

 

SVM active learning method: In this section the 

different steps of the SVM active learning method 

"SVM-AL" are described. As a simple pool-based 

active learning method, the "SVM-AL" uses the same 

configuration as the initial phase explained above, 

except that it uses a fixed threshold tsh and a predefined 

size for the training set. The algorithm concentrates on 

the estimated probability of the active learning process 

and selects a number of samples from the packet using 

a predefined criterion (a threshold to measure how 

informative is each unlabeled sample in the pool). The 

process of sample selection from the pool is performed 

sequentially using the labeled samples from the 

previous packet and this procedure is repeated until all 

packets in the pool have been processed. This selection 

strategy is based on the SVM posterior probability. 

The main objective of the "SVM-AL" is to 

minimize the labeled samples needed to train the 

classifier without affecting the performance of this 

latter. Minimizing the labeled samples means 

minimizing the cost of labeling these samples and 

accelerating the process of training. So the question is: 

how many samples need to be labeled to get good 

training? Too few samples may cause bad training and 

too many samples cause a high cost. So the number of 

samples is a tradeoff between cost and training 

consistency. 

To evaluate the effectiveness of the method, the 

system accuracy based on the newly labeled samples 
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should be compared to the initial system based on all of 

the samples in the pool. 

 The Active Learning SVM (SVM-AL) algorithm is 

as follows. 

 

Algorithm 2: SVM-AL: 

 

0. Start with a stream of packets of unlabeled data and 

an initial training set.  

 

Repeat: 

 

1. Estimate the best parameters for the classifier using 

a cross-validation method. 

2. Apply the classifier with the best parameters to the 

current packet. This will provide a posterior 

probability for each sample in the packet. The 

sample is assigned to the class with the highest 

probability. 

3. Select the samples with probabilities below some 

threshold tsh as informative samples to be labeled. 

4. Present the selected samples to the supervisor 

(expert) for labeling. 

5. Added the labeled samples to the training set of the 

classifier. 

 

Until the last packet in the stream. 

 

EXPERIMENTAL RESULTS 

 

Dataset description: The experimental validation of 

the proposed method was conducted on the basis of 

three different known datasets in the field of text 

classification. The TC benchmarks used (Cardoso-

Cachopo and Oliveira, 2007) have been downloaded 

from a publicly available repository of datasets for 

single-label text categorization
1
. In this website, there is 

also a description of the datasets, their standard 

train/test splits, how they were processed to become 

single-labeled and the pre-processing techniques that 

were applied to each dataset, namely character clean-

up, removal of short words, removal of stop words and 

stemming. 

 

R8: The documents in Reuters-21578 appeared on the 

Reuters newswire in 1987 and were manually classified 

by personnel from Reuters Ltd. For this dataset, we 

used the files r8-train-stemmed and r8-test-stemmed, 

available from that website (Cardoso-Cachopo and 

Oliveira, 2007). 

 

20ng: The 20ng dataset is a collection of approximately 

20,000 newsgroup documents, partitioned (nearly) 

evenly across 20 different newsgroups. For this dataset, 

we used the files 20ng-train-stemmed and 20ng-test-

stemmed, available from that website (Cardoso-

Cachopo and Oliveira, 2007). 

Table 1: Preprocessed data sets 

Dataset Classes Total docs Smallest class Largest class 

R8 6 7479 271 3923 

20ng 20 16841 251 999 

 

Table 2: Original and remaining features for the datasets 

Dataset Original features New features Gain (%) 

R8 4982 2031 59.23 
20ng 24040 7971 66.84 

 

Dataset pre-processing: It is widely accepted that the 

way that documents and queries are represented 

influences the quality of the results that can be 

achieved. The main aim of preprocessing the data is to 

reduce the problem's dimensionality by controlling the 

size of the system's vocabulary.  

In this Study first each class with a size of fewer 

than 200 samples in each dataset is omitted. After that, 

the documents are represented in a vector model using 

the TFIDF (Sparck Jones, 1972; Salton and Buckley, 

1988; Spärck Jones, 2004) technique. 

The preprocessed datasets are represented in Table 1. 
In some situations, aside from reducing the 

complexity of the problem, the preprocessing of the 
dataset also unifies the data in a way that improves 
performance. For this end, we have adopted the 
histogram feature extraction method by discarding 
every word that doesn't repeat in at least 1% of the 
documents of the dataset. Table 2 shows the original 
and remaining features. 

 

First experiment (initial phase): The objective of this 

experiment is to define the initial size of the training set 

T as well as the threshold value to be used in our 

method. This experiment was conducted using Reuter's 

dataset. Reuter's is one of the most used datasets in text 

classification. 

 
Preparing the experiment: Before carrying out the 
experiment, the dataset was randomly divided into 6 
training sets with different numbers of samples (10, 20, 
25, 50, 75 and 100, respectively) per class. The poo1 is 
divided into packets with 200 samples each. We got 19 
packets. After that, the naïve approach is applied for all 
the training sets, each using different threshold values. 
The lower and upper accuracies were found by applying 
the naïve approach with 0 and 100 as the thresholds. 

Table 3 shows the accuracies obtained by the naïve 

method using different sizes for the training set and 

different thresholds. Table 4 shows the size of samples 

labeled using the same size of initial training set and 

different values for the threshold. The aim of this 

experiment is to choose the best combination between 

the threshold and training set in order to minimize the 

number of labeled samples and maximize the accuracy 

obtained. So it is a compromise between the initial 

training set size, the threshold, the obtained accuracy 

and the number of labeled samples. This is why the 

initial training set has been chosen with 20 samples per
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Table 3: The accuracy of SVM for R8, N` and thsh 

  Number of samples per class 

---------------------------------------------------------------------------------------------------------------------------- 
  10 20 25 50 75 100 

Threshold <N% 10 83.92 85.92 86.16 88.04 91.92 93.20

 30 94.04 95.16 95.72 95.92 95.56 95.24

 50 94.56 95.32 95.64 96.88 97.36 97.28
 70 95.16 95.52 95.96 97.00 97.24 97.80

 90 96.08 96.16 96.28 96.96 97.40 97.60

 100 96.84 96.88 96.96 97.52 97.92 97.88

 

Table 4: The datasets sizes 

  Number of samples per class 
---------------------------------------------------------------------------------------------------------------------------- 

  10 20 25 50 75 100 

Number of samples 
added <N% 

10 0 0 0 0 0 0 

30 110 59 59 27 15 15 

50 279 193 189 147 118 109 

70 460 378 359 279 225 238 

90 782 699 685 555 500 489 

100 3779 3779 3779 3779 3779 3779 

 
Table 5: The accuracies obtained and data labeled by the “SVM-AL” approach for the different datasets 

Dataset Lower Upper SVM-AL Labeled Data size 

R8 83.32 96.98 95.64 382 3779 

20ng 43.78 74.86 73.22 4345 7341 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 1: Comparison of "SVM-AL" and SVM in terms of accuracy 
 

class as the minimum size which can give good 

accuracies and the threshold at 70%. Note that the 

threshold at 70% does not mean that we will select 70% 

of the pool samples, but that sample with a probability 

less than 70% will be selected (which represents 10% 

of samples in our case). 

After that, the chosen threshold and training set 

size will be considered in this experiment as a reference 

to be used in subsequent experiments. 

 

Second experiment (SVM-AL): In this experiment, 

the dataset was divided into 5 different training sets, 

with the same size of 20 samples/class. The poo1 is 

divided into packets of 200 samples. The naïve 

approach is applied with the threshold at 70%. The 

lower and upper accuracies were found by applying the 

naïve approach with 0 and 100 respectively as 

thresholds.  

Figure 1 shows the accuracies obtained by the 

proposed method for the different datasets. 

Table 5 shows that good accuracies have been 

obtained with low training sizes. For R8, for example, 

we got a result higher than 95%. From this table, note 

that we were able to get accuracies that are very close 

to the upper accuracies, using lower training sizes. In 

R8, for example, we were able to reduce the difference 

of the accuracy to less than 1.5%, while labeling only 

about 10% of the pool. In 20ng, the difference of 

accuracies was also about 1.5% and the labeled samples 

represent about 59%.  

 

CONCLUSION 

 

In this Study, multi-class SVM active learning has 

been applied for text classification. A novel active 

learning method (SVM-AL) for text classification was 

presented. It selects a batch of informative samples for 

manual labeling by an expert. The posterior probability 

output of a multi-class SVM method is used. Extended 

experiments have been performed on two well-known 
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real text classification datasets. To empirically assess 

the effectiveness of the proposed method, we have 

compared it with the results of an SVM classifier 

applied to the whole dataset. In this comparison, we 

observed that the proposed method significantly 

reduces the need for labeled training data and provides 

the best tradeoff between classification accuracy and 

the number of labeled samples that are needed. 
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